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Abstract:  

In recent years, the rapid advancement of 

artificial intelligence has led to widespread 
adoption of machine vision technology across 

various sectors. Conventional cancer detection 

techniques are plagued by issues such as time 
intensiveness, labor dependency, and reliance on 

pathologists' experience, rendering them 

inadequate for modern medical demands. 

Machine vision emerges as a solution to the 
limitations of traditional cancer detection 

methods, offering improved accuracy and aiding 

pathologists in enhancing detection capabilities. 
This review addresses the application of machine 

vision in detecting cancer cells within 

histopathological images, outlining its benefits 

and drawbacks in image preprocessing, 
segmentation, feature extraction, and 

recognition. Additionally, it surveys current 

research on histopathological cancer cell 
detection methods, presents future prospects, and 

predicts developmental trajectories to steer 

forthcoming investigations. 

Keywords: Convolutional Neural Network, 

Histopathological, Deep learning 

1. INTRODUCTION  

Convolutional Neural Networks (CNNs) have 

emerged as powerful tools for detecting cancer 

cells in histopathological images, offering several 

advantages and facing distinct challenges in the 

realm of medical image analysis. One of the 
primary advantages of CNNs is their ability to 

automatically learn intricate features from raw 

pixel data, enabling them to discern subtle 
morphological changes, texture patterns, and 

spatial arrangements indicative of cancerous 

regions with high accuracy. This feature learning 

capability contributes significantly to improving 
cancer diagnosis outcomes, allowing for early 

detection and timely interventions. Moreover, 

CNNs can generalize well to unseen data, making 
them suitable for handling diverse staining 

techniques, magnification levels, and tissue types 

commonly encountered in histopathological 
imaging. Automation is another notable 

advantage, as CNN-based systems can streamline 

the detection process, reduce manual effort, and 

enhance workflow efficiency in clinical settings. 
However, alongside these advantages, CNNs also 

encounter several drawbacks that warrant careful 

consideration. One major challenge is the 
substantial requirement for annotated data, as 

CNNs rely on large, diverse datasets for effective 

training. Annotating histopathological images 
with precise labels indicating cancerous regions, 

tumor types, and other relevant information 

demands expert knowledge and significant time 

investment. Furthermore, the "black-box" nature 
of CNNs raises concerns regarding 

interpretability, making it difficult to understand 

the underlying rationale behind their decisions, 
particularly in critical applications like medical 

diagnosis. Overfitting poses another significant 
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concern, where CNNs may memorize training 
examples rather than learning generalizable 

features, leading to decreased performance on 

new, unseen data. Additionally, the 

computational demands of training deep CNN 
architectures and the need for domain expertise in 

both deep learning and medical image analysis 

further contribute to the challenges of deploying 
CNNs effectively for cancer cell detection. 

Navigating these advantages and drawbacks 

requires a comprehensive understanding of 
CNNs' capabilities and limitations, along with 

collaborative efforts involving experts from 

various domains to develop robust CNN-based 

solutions for accurate and reliable cancer 
diagnosis in histopathological images. This paper 

aims to explore and address these challenges, 

presenting novel methodologies and insights to 
advance the field of medical image analysis in 

cancer detection. 

Enakshi Jana and Dr.Ravi Subban[1] discusses 

the significance of early detection of Melanoma, 

the most dangerous type of skin cancer, and 
outlines the components of skin cancer detection 

technology, including image preprocessing, 

segmentation, feature extraction, and 
classification. Various segmentation algorithms 

like k-means and thresholding are mentioned, 

along with classification algorithms such as 
support vector machines (SVM), feed forward 

artificial neural networks, and deep convolutional 

neural networks (CNNs). The paper conducts a 

comprehensive literature survey and comparative 
analysis of state-of-the-art algorithms for skin 

cancer detection. 

Ashwini Rejintal[2] proposed an automated 

image processing framework designed to 
improve the efficiency and accuracy of cancer 

cell detection in microscopic pictures. The 

manual review process conducted by 

hematologists is noted as tedious and time-
consuming, leading to delays in disease detection. 

The proposed strategy utilizes various image 

processing techniques such as image 
enhancement, clustering, mathematical 

processing, and labeling implemented in 

MATLAB. These techniques are applied to a 
large number of images, demonstrating precise 

results across different image standards. The 

workflow involves enhancing image quality, 
segmenting cancer cells using K-means 

segmentation to isolate the nucleus, extracting 

relevant features, and utilizing a classifier to 

determine whether the cell is cancerous. The 
algorithm has been tested on multiple cancer cell 

images, consistently providing accurate outputs 

regarding the presence and type of cancer.. 

Bhagyashri G. Patil, Sanjeev N. Jain[3] suggested 
a Image processing techniques have become 

instrumental in improving detection methods and 

treatment outcomes. Lung cancer's high 
prevalence and challenging treatment have 

prompted significant attention from medical and 

scientific communities. Statistics highlight its 

global impact as one of the most common 
cancers. To enhance early detection, 

segmentation methods such as thresholding and 

watershed are explored to identify cancerous 
cells, aiming to determine the most 

effectiveapproach between these techniques. 

Gawade Prathamesh Pratap and R.P. Chauhan[4] 

proposed a technique for Lung cancer's 

prevalence and impact vary based on 
geographical factors, emphasizing the importance 

of early detection to reduce mortality rates. 

Worldwide lung screening programs utilize 
PET/CT examinations among high-risk groups to 

enhance early detection rates. However, 

symptoms often appear late, making it 
challenging for radiologists to identify lesions. 

Accurate data on cancer cases and mortality rates 

is crucial for disease control initiatives, with 

tobacco use accounting for a significant portion 
of cases. Genetic factors, environmental toxins, 

and secondhand smoke also contribute to the 

disease. Treatments like chemotherapy, 
radiotherapy, and surgery improve survival rates. 

Computational methods using digital image 

processing, noise elimination, segmentation, and 

MATLAB analysis play a vital role in diagnosing 

lung cancer at early stages. 

Priya S Sindhu and Ramamurthy B [5] discussed 

about Lung cancer's prevalence and impact vary 

based on geographical factors, emphasizing the 
importance of early detection to reduce mortality 

rates. Worldwide lung screening programs utilize 
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PET/CT examinations among high-risk groups to 
enhance early detection rates. However, 

symptoms often appear late, making it 

challenging for radiologists to identify lesions. 

Accurate data on cancer cases and mortality rates 
is crucial for disease control initiatives, with 

tobacco use accounting for a significant portion 

of cases. Genetic factors, environmental toxins, 
and secondhand smoke also contribute to the 

disease. Treatments like chemotherapy, 

radiotherapy, and surgery improve survival rates. 
Computational methods using digital image 

processing, noise elimination, segmentation, and 

MATLAB analysis play a vital role in diagnosing 

lung cancer at early stages. 

Prannoy Giri and K. Saravanakumar [6] 
suggested  breast cancer is a leading cause of 

death among women, necessitating advanced 

diagnostic methods. Computer-Aided Diagnosis 
(CAD) using mammographic images is highly 

effective for early detection, crucial for 

successful treatment. The study utilizes the 

DDSM Database for image data, containing 
thousands of cases globally used for cancer 

research. Texture features extracted from 

mammogram ROIs are analyzed quantitatively, 
distinguishing between harmless, normal, and 

threatening microcalcifications. Principle 

Component Analysis (PCA) enhances feature 
reduction for improved mass detection. The Back 

Propagation algorithm (Neural Network) further 

refines cancer pattern recognition in 

mammography images. 

Rohit Agrawal, Sachinandan Satapathy,Govind 
Bagla and K Rajakumar [7] proposes an 

automated system for detecting White Blood Cell 

(WBC) cancer diseases such as Acute Myeloid 
Leukemia (AML), Acute Lymphoblastic 

Leukemia (ALL), and Myeloma. It utilizes 

microscopic blood images as input and employs a 

dataset of 100 images for training and testing. The 
images are converted to the YCbCr format for 

segmentation using Gaussian Distribution, Otsu 

Adaptive Thresholding, and K-Means clustering. 
Features are extracted using Gray Level Co-

occurrence Matrix (GLCM) and classified using 

Convolutional Neural Network (CNN). The 
system achieves an impressive accuracy of 97.3% 

in disease detection. 

Basker N., Theetchenya S., Vidyabharathi D., 
Dhaynithi J., Mohanraj G., Marimuthu M., 

Vidhya G. [8] proposes a new method for 

accurately detecting breast cancer using data 

mining techniques like Decision Tree (J48), 
Naive Bayes (NB), and Sequential Minimal 

Optimization (SMO). By addressing class 

imbalance through data resampling, it enhances 
classifier accuracy. Experimental results show 

SMO excels in the Wisconsin Breast Cancer 

dataset, while J48 performs best in the Breast 
Cancer dataset, as measured by Precision, Recall, 

ROC curve, Standard Deviation, and accuracy 

using 10-fold cross-validation. 

Poonam Sao, Rajendra Hegadi and Sanjeev 

Karmatkar[9] recommended the process of 
pattern recognition.Pattern recognition is used 

when examining ECG signals. ECG signal 

feature extraction parameters were provided to 
the ANN classifier such as Spectral entropy, 

Poincare plot, Lyapunov exponent. HRV signal 

complexity is represented by spectral entropy. A 

Poincaré plot is a useful HRV analysis method as 
it shows the nonlinear properties of interval 

sequences. The highest Lyapunov exponent 

(LLE) measures the predictability and sensitivity 

of the system to initial conditions. 

Qing Wu and Wenbing Zhao[10] introduces an 

innovative neural-network algorithm called the 

entropy degradation method (EDM) for early 
detection of small cell lung cancer (SCLC) from 

high-resolution computed tomography (CT) 

images. Using training and testing data from the 

National Cancer Institute, the algorithm achieved 
a 77.8% accuracy rate in distinguishing SCLC 

from healthy lung scans, potentially aiding in the 

early diagnosis of lung cancers. 

Tanzila Saba[11] reviews machine learning 
techniques for detecting various types of cancer 

(breast, brain, lung, liver, skin, leukemia), 

emphasizing the importance of early and accurate 

diagnosis. It categorizes and compares state-of-
the-art methods using supervised, unsupervised, 

and deep learning on benchmark datasets, 

evaluating metrics like accuracy, sensitivity, 
specificity, and false positives. The study also 
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outlines challenges and suggests directions for 

future research in cancer detection and treatment. 

Khoa A.Tron,Olga Kondrashova,Andrew 

Bardley, Elizabeth D. Williams , John V.Pearson 

and Nicola Waddell[12] explores the 

transformative role of deep learning in oncology, 
leveraging artificial neural networks to analyze 

vast omics datasets and histopathological images. 

Omics data, including genomics, methylation 
patterns, and transcriptomics, offer insights into 

cancer biology, aiding in diagnosis, prognosis, 

and treatment management. The review 
highlights the potential of deep learning models 

in providing precision oncology solutions tailored 

to individual patient characteristics. However, 

challenges such as model explainability and the 
need for phenotypically rich data are addressed, 

emphasizing the ongoing efforts to enable the 

clinical integration of deep learning approaches 

in oncological practice. 

2. SOFTWARE DESCRIPTION 

Jupyter Notebook is an open-source web 

application enabling interactive computing 
through code, markdown text, equations, and 

visualizations within cells. Its kernel-based 

architecture supports multiple programming 

languages, predominantly Python, while offering 
seamless integration with data science libraries 

like NumPy and Pandas. Rich output capabilities 

include plots, charts, and HTML, facilitating data 
analysis and visualization tasks. Markdown cells 

allow for easy documentation and explanation of 

code, fostering collaboration and sharing through 

exports to various formats and platforms. With 
extensions for customization and enhancements, 

Jupyter Notebook serves as a versatile tool for 

data scientists, researchers, educators, and 
professionals seeking an interactive and 

reproducible computing environment. 

In addition to its core features, Jupyter Notebook 

offers a dynamic environment where users can 
iterate on code, experiment with algorithms, and 

visualize results in real-time. The ability to 

execute shell commands and access system 

resources expands its utility beyond traditional 
data analysis tasks, allowing for system 

administration, file manipulation, and integration 
with external services. Furthermore, the seamless 

integration with version control systems such as 

Git facilitates collaboration and reproducibility 

by tracking changes and managing project 
workflows directly within the notebook 

environment. As a result, Jupyter Notebook 

serves as a powerful platform not only for data 
analysis but also for research, education, and 

software development across a wide range of 

domains. 

3. CONVOLUTIONAL NEURAL  

NETWORK 

Convolutional Neural Networks (CNNs) are 
composed of specialized layers designed to 

process and extract meaningful features from 

histopathological images, playing a pivotal role in 

advancing medical image analysis. The input 
layer receives raw pixel data representing 

histopathological slides, which is then processed 

by convolutional layers. These layers apply filters 
to detect intricate patterns such as cell structures, 

nuclei shapes, and tissue abnormalities. Through 

the activation layer, non-linearities are 
introduced, enhancing the network's ability to 

capture complex relationships within the image 

data. The pooling layer reduces spatial 

dimensions while preserving essential features, 
optimizing computational efficiency. Following 

these layers, fully connected (dense) layers 

integrate learned features to make accurate 
predictions regarding disease diagnosis, 

prognosis, and treatment outcomes. This 

hierarchical architecture enables CNNs to learn 
and interpret histopathological features, making 

them indispensable tools for precision medicine 

and improving healthcare diagnostics and 

decision-making processes. 
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Figure 1. Convolutional Neural Network 

4. METHODOLOGY 

The proposed approach for histopathology cancer 

cell detection involves leveraging advanced 

image processing techniques coupled with 
machine learning algorithms, particularly 

convolutional neural networks (CNNs). These 

CNN models are trained to analyze microscopic 
images of tissue samples and identify cancerous 

cells based on distinct features such as abnormal 

cell morphology, irregular cell nuclei, and 

anomalous tissue structures. By utilizing CNNs, 
which excel at learning hierarchical 

representations from images, the detection 

system can effectively classify cancerous and 
non-cancerous cells with high accuracy. 

Additionally, the use of image augmentation 

techniques and transfer learning further enhances 
the robustness and generalization of the model, 

enabling it to perform well on diverse datasets 

and pathological variations. This integrated 

approach addresses several challenges in 
histopathology cancer cell detection, including 

variability in tissue appearance, complex cellular 

structures, and the need for accurate and efficient 

diagnosis in clinical settings. 

4.1   Selection of input and output variables  

Identifying the best function in an CNN requires 

selecting the input and output variables carefully 

when applying machine learning techniques. 

Based on input and output variables provided 
throughout the training process, CNNs are likely 

to learn, categorize, recognize, and forecast a 

given situation. The characteristics of the histo-
pathologic image are used as inputs in a neural 

network based automatic cancer cell detection al-

gorithms, and the output is a class categorization 

under the same conditions (0-Normal, 1-Abnor-
mal). Selected types of input variables are cell 

shape, texture features, color features, nuclear 

characteristics, cytoplasmic features, tissue archi-

tecture, spatial relationships. 

 

Table 1. Name of Input Features 

4.2   Dataset Description 

The dataset used for histopathologic cancer de-

tection consists of 220,025 training samples and 
57,458 test samples. These samples typically 

comprise digitized histopathology images ob-

tained from tissue samples, capturing micro-

scopic views of cellular structures stained to high-
light abnormalities. The training set is utilized to 

train machine learning models, while the test set 

is used to evaluate the performance of these mod-
els. Annotations or labels indicating the presence 

or absence of cancer may be provided for each 

image in the dataset, facilitating supervised learn-
ing tasks. Additionally, metadata such as patient 

demographics, tissue source, and staining meth-

ods may accompany the dataset, providing con-

text for the histopathological images. 

 

 

Figure 2. Histopathologic cancer image 

 

4.3    Preprocessing 

In this project, several preprocessing steps were 

applied to the histopathologic cancer cell images 

before feeding them into the convolutional neural 

S. No FEATURE NAME 

1. Cell Shape 

2. Texture Features 

3. Color Features 

4. Nuclear Characteristics 

5. Cytoplasmic Features 

6. Tissue Architecture 

7. Biomarker Expression 

8. Spatial Relationships 

9. Inflammation 
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network (CNN) model. Initially, the images were 
loaded and resized to a consistent target size of 

96x96 pixels. To enhance model generalization 

and performance, data augmentation techniques 

such as random horizontal and vertical flips were 
employed to increase the variability of the train-

ing dataset. Subsequently, the pixel values of the 

images were normalized to a range between 0 and 
1. Additionally, padding was applied to the im-

ages to ensure uniform dimensions across the da-

taset. These preprocessing steps aimed to stand-
ardize the input data, augment the training da-

taset, and improve the model's ability to learn 

meaningful features for accurate histopathologic 

cancer cell detection. 

4.4     Selection of Network Architecture 

The `Simple CNN` model represents a tailored 

convolutional neural network architecture specif-
ically designed for image classification tasks. 

Comprising six convolutional layers (`conv1` to 

`conv6`), each followed by batch normalization 
layers (`bn1` to ̀ bn6`), the model aims to stabilize 

and expedite the training process. After each con-

volutional layer, max-pooling layers (`pool`) are 

employed to down sample the feature maps, 
while an additional average pooling layer (`avg`) 

further reduces spatial dimensions before reach-

ing the final classification layer (`fc`). This archi-
tecture is meticulously crafted to learn hierar-

chical representations of input images, facilitat-

ing precise classification into two distinct catego-

ries, such as cancerous and non-cancerous, by 
leveraging advanced deep learning techniques in-

cluding feature extraction and classification. 

Evaluated accordingly after renormalization. 

4.5   Model Building and Training 

In the provided source code, model building, and 

training are performed using PyTorch, a popular 
deep-learning framework. The model architecture 

is defined within a class named `Simple CNN`, 

which inherits from the Ann. Module class pro-

vided by PyTorch. This class defines the layers 
and operations of the convolutional neural net-

work (CNN) model. The `forward` method of the 

`Simple CNN` class specifies the forward pass 
computations of the model, including convolu-

tional layers, batch normalization, max-pooling, 

activation functions, and fully connected layers.  

After defining the model architecture, training of 
the model is initiated in a training loop that iter-

ates over a specified number of epochs. Within 

each epoch, the training dataset is processed in 

mini-batches using a data loader. For each mini-
batch, the model computes the forward pass to 

obtain predictions, computes the loss using a 

specified loss function (in this case, cross-entropy 
loss), performs backpropagation to compute gra-

dients, and updates the model parameters using 

an optimization algorithm (Adamax optimizer).  

During training, performance metrics such as loss 

and accuracy are monitored and printed periodi-

cally to assess the model's progress. After com-

pleting the specified number of epochs, the 
trained model's performance is evaluated on a 

separate validation dataset to assess its generali-

zation ability. Finally, the trained model is saved 
to a file (model.ckpt) for future use. Overall, the 

source code demonstrates the complete process of 

building, training, and evaluating a CNN model 
for histopathologic cancer cell detection using 

PyTorch. 

 

5. RESULTS AND DISCUSSION 

The key features of the image for histopathologic 

cancer detection using a Convolutional Neural 

Network (CNN) are indicative of a model’s learn-
ing process. The image likely includes graphs that 

represent the training loss and accuracy over var-

ious epochs, which are essential for monitoring 
the model’s performance. Fluctuations in the 

training loss graph can suggest the model’s ad-

justments to the weights, while a steady increase 

in accuracy points towards successful learning. 
These visual cues are vital for researchers to un-

derstand the behaviour of the CNN and to make 

necessary improvements, ensuring the model re-
liably identifies cancerous tissues in histopatho-

logic slides. The use of such a CNN model could 

potentially lead to more accurate and early detec-
tion of cancer, which is crucial for effective treat-

ment. 

Journal of Systems Engineering and Electronics  (ISSN NO: 1671-1793) Volume XXXIV ISSUE V 2024

Page No: 84



7 
 

 

Figure 3: Histopathologic cancer image 

The results from the evaluation of the convolu-

tional neural network (CNN) model showcase its 

effectiveness in classifying medical images for 

cancer detection. The **test accuracy** metric, 

which measures the proportion of correctly clas-

sified images, indicates that the model achieved 

an accuracy of approximately 87.88%. This high 

accuracy implies that the model made accurate 

predictions for the majority of the test dataset. 

Additionally, the **test F1 score**, a combined 

metric of precision and recall, provides a holistic 

assessment of the model's performance, yielding 

a score of approximately 0.841. This indicates a 

strong balance between correctly identifying pos-

itive and negative instances while minimizing 

false positives and false negatives. Finally, the 

**test loss** metric, which quantifies the model's 

prediction errors, was relatively low at approxi-

mately 0.307, indicating that the model effec-

tively minimized its overall loss during the testing 

phase. These results collectively demonstrate the 

robustness and efficacy of the CNN model in ac-

curately diagnosing cancer from medical images, 

underscoring its potential as a valuable tool in 

clinical settings for aiding medical professionals 

in diagnosis and treatment decisions. 

        METRICES           SCORE 

    Train Accuracy 0.9578571428571429 

    Test Accuracy 0.8788335919380188 

    Test F1_Score 0.8410623073577881 

     Test Loss 0.30680519342422485 

 

6. CONCLUSION  

The project showcases the development and 
training of a convolutional neural network (CNN) 

for medical image classification, specifically for 

discerning between cancerous and non-cancerous 
images. Leveraging techniques such as data pre-

processing, augmentation, and optimization, the 

CNN model demonstrates promising results in 

accurately categorizing medical images. Ad-
vanced optimization algorithms like Adamax en-

hance the model's learning efficiency, while tech-

niques such as batch normalization stabilize the 
training process. This underscores the signifi-

cance of CNNs in medical image analysis and 

their potential to assist healthcare professionals in 
diagnosing diseases. The project also emphasizes 

the importance of continuous refinement and ex-

ploration of novel techniques to further improve 

model performance and reliability in real-world 

healthcare applications. 

 

7.  REFERENCES 

1. Enakshi Jana and Dr. Ravi Subban,” Research on 
Skin Cancer Cell Detection using Image Pro-
cessing”, IEEE, 2017. 

2. Ashwini Genital,” Image processing-based leuke-
mia cancer cell detection”, International Confer-
ence on recent trends in electronics, Information 
& communication technology IEEE, 2016. 

3. Bhagyashri G. Patil, Prof. Sanjeev N. Jain” Can-
cer Cells Detection Using Digital Image Pro-
cessing Methods “, Research Gate, April 2016. 

4. Gawade Prathamesh Pratap and R.P. Chauhan”, 

Detection of Lung cancer cells using Image pro-
cessing techniques”, International Conference on 
power electronics, Intelligent control and energy 
systems, IEEE,2016. 

5. Priya S Sindhu and Ramamurthy B, "Lung cancer 
detection using image processing techniques “, 
Research Journal of pharmacy and technology, 
Indian Journals,2018. 

6. Prannoy Giri and K. Saravanakumar,” Breast 
cancer detection using Image processing tech-
niques, An international research journal of com-
puter science and technology, Oriental journal of 
computer science and technology,2017. 

7. Rohit Agrawal, Sachinandan Satapathy, Govind 
Bagla and K Rajakumar,” Detection of White 
Blood cell cancer using image processing tech-

niques”, International conference on vision to-
wards emerging trends in communication and net-
working, IEEE,2019. 

8. Basker N., Theetchenya S., Vidyabharathi D., 
Dhaynithi J, Abdellatif Bennis, “Breast cancer de-
tection using machine learning”, an-
nalsofrcb,2021. 

9. Poonam Sao, Rajendra Hegadi and Sanjeev 
Karmatkar,” Detection and Classification of 

Journal of Systems Engineering and Electronics  (ISSN NO: 1671-1793) Volume XXXIV ISSUE V 2024

Page No: 85



8 
 

Breast cancer in Mammography Images using pat-
tern recognition Methods”, International Journal 
of Science and Research,2013. 

10. Qing Wu and Wenbing Zhao, “Small-Cell Lung 
Cancer Detection using a supervised Machine 

learning Algorithm “, International Symposium on 
Computer Science and Intelligent Controls, IEEE, 
2017. 

11. Acharya, R., Bhat, P. S., Iyengar, S. S., Roo, A., & 
Dua, “Recent advancement in cancer detection 
using machine learning: Systematic survey of dec-
ades, comparisons and challenges”, Journal of In-
fection and public health, ScienceDirect,2020. 

12. Khoa A. Tron, Olga Kondrashova, Andrew            
Bardley, Elizabeth D. Williams, John V. Pearson 
and Nicola Waddell,” Multidisciplinary cancer 
Investigation,2024. 

Journal of Systems Engineering and Electronics  (ISSN NO: 1671-1793) Volume XXXIV ISSUE V 2024

Page No: 86


