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Abstract 

Central precocious puberty (CPP) in girls is a common pediatric endocrine disease, which seriously 

affects the physical and mental development in childhood, and significantly increases the risk of cervical 

or breast cancer in adulthood. Since children of false puberty often present with similar clinical symptoms 

as those of CPP, it is important to differentiate CPP from false puberty at diagnosis. Gonadotropin 

releasing hormone (GnRH) or GnRH analogue (GnRHa) stimulation test is used to diagnose CPP. 

However, they are expensive and make patients uncomfortable with repeated blood sampling. Although 

previous studies have made great efforts to solve this problem, it is still open. Our study aims to combine 

multiple CPP-related features and construct machine learning models to replace the GnRHa stimulation 

test. We leveraged clinical and laboratory data of 1,757 girls performed with GnRHa test, to develop 

XGBoost and Random Forest classifiers for prediction of response to GnRHa test. Meanwhile, the local 

interpretable model-agnostic explanations (LIME) algorithm was used to the black-box classifiers to 

increase their interpretability. The study aimed to develop simplified diagnostic models for identifying 

girls with central precocious puberty (CPP), without the expensive and cumbersome gonadotropin-

releasing hormone (GnRH) stimulation test, which is the gold standard for CPP diagnosis. 
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I  Introduction 

Precocious puberty in girls is traditionally defined as the onset of pubertal changes before 8 years 

of age. If left untreated, it can lead to compromised final adult height and early menarche. 

Furthermore, negative emotional and behavioral consequences have been reported, such as 

substance abuse, peer pressure, self-image concerns, social isolation, early sexual behavior, 

conduct issues, social isolation, truancy, and having multiple sexual partners. Precocious puberty 

can be classified into two types: central (gonadotropin-dependent) and peripheral (gonadotropin-

independent). Central precocious puberty (CPP) results from earlier maturation and activation of 

the hypothalamic–pituitary–gonadal axis. It is usually idiopathic in girls, though it can also be 
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caused by pathological conditions, such as central nervous system (CNS) tumors, CNS injury, or 

genetic syndromes (neurofibromatosis type 1, tuberous sclerosis, Sturge–Weber Syndrome, etc.). 

Peripheral precocious puberty is gonadotropin-independent. It results from endogenous or 

exogenous sources of sex steroids, such as congenital adrenal hyperplasia, McCune–Albright 

syndrome, gonadal/adrenal tumors, or exogenous sex steroid exposure. 

The increasing prevalence of obesity has been associated with earlier onset of thelarche in girls. 

Moreover, researchers of a cross-sectional study of 20,654 apparently healthy urban Chinese 

girls showed that up to 19.57% of these girls had evidence of breast development at 8 years of 

age. However, these girls did not necessarily have activation of the hypothalamic–pituitary–

gonadal axis and may have had premature thelarche only. Therefore, identifying girls with 

central precocious puberty from those who do not is important. The gold standard for diagnosing 

CPP is an evaluation of the hypothalamic–pituitary–gonadal axis maturation through the 

gonadotropin-releasing hormone (GnRH) stimulation test. After GnRH injection, blood sampling 

is performed three to five times at different time points to measure serum gonadotropin 

concentration changes. The diagnosis of CPP is traditionally made if the peak serum 

concentration after stimulation is ≥5 IU/L. 

 

II   Literature Review 

2.1 Early Puberty in Girls: Risk Factors and Implications 

Previous research has identified a range of factors associated with early puberty in girls. These 

include genetic predispositions, hormonal imbalances, obesity, exposure to endocrine-disrupting 

chemicals, and psychosocial stress. The early onset of puberty is not only a medical concern but 

also has significant psychological and social implications, including increased risk of anxiety, 

depression, and early sexual activity. 

 

2.2 Machine Learning in Healthcare 

Machine learning has increasingly been applied in healthcare for predictive analysis, disease 

diagnosis, and personalized treatment planning. Its ability to process and analyze large datasets 

makes it particularly useful in identifying complex interactions between risk factors and 

outcomes. In the context of early puberty, machine learning can be employed to develop models 
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that predict the likelihood of early onset based on various biological, environmental, and 

behavioral factors. 

 

2.3 Previous Work on Predictive Models for Early Puberty 

While there has been some research on the use of statistical models for predicting early puberty, 

the application of advanced machine learning techniques is relatively new. Existing studies have 

primarily focused on logistic regression and decision trees, with limited exploration of more 

sophisticated algorithms like neural networks and ensemble methods. 

 

III. Methodology 

3.1 Data Collection and Preprocessing 

The dataset used in this study was obtained from [Data Source], which includes medical records, 

demographic information, and environmental exposure data for a cohort of girls aged 6 to 12. 

Key features considered include BMI, hormonal levels, genetic markers, family history, 

socioeconomic status, and exposure to environmental chemicals. 

 

Data preprocessing involved cleaning the dataset to handle missing values, normalizing 

continuous variables, and encoding categorical variables. Feature engineering was also 

conducted to create new variables that capture potential interactions between existing features. 

 

3.2 Machine Learning Algorithms 

Several machine learning algorithms were implemented and compared in this study: 

 

Logistic Regression: A baseline model that provides insights into the relationship between 

individual features and the likelihood of early puberty. 

Decision Trees: A simple yet interpretable model that captures non-linear relationships. 

Random Forests: An ensemble method that aggregates multiple decision trees to improve 

prediction accuracy and reduce overfitting. 

Support Vector Machines (SVM): A classification model that finds the optimal hyperplane to 

separate classes. 

Neural Networks: A deep learning approach to capture complex patterns in the data. 
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Gradient Boosting Machines (GBM): Advanced ensemble methods like XGBoost and 

LightGBM that are known for their high performance in classification tasks. 

3.3 Model Training and Evaluation 

The dataset was split into training and testing sets, with 80% used for model training and 20% 

for testing. Cross-validation was employed to ensure the robustness of the models. Evaluation 

metrics included accuracy, precision, recall, F1-score, and the area under the ROC curve (AUC-

ROC) to assess model performance. 

 

IV. Experiments and Results 

4.1 Performance Comparison of Machine Learning Algorithms 

The results of the various machine learning models are summarized in Table 1. Overall, 

ensemble methods such as Random Forests and Gradient Boosting Machines outperformed 

simpler models, with GBM achieving the highest accuracy and AUC-ROC scores. 

 

Logistic Regression: Provided a good baseline with reasonable interpretability but was less 

effective in capturing complex patterns. 

Decision Trees: Offered interpretability but suffered from overfitting, resulting in lower accuracy 

on the test set. 

Random Forests: Improved performance by reducing overfitting and handling a large number of 

features. 

Support Vector Machines (SVM): Performed well with clear margin separations but required 

careful tuning of hyperparameters. 

Neural Networks: Achieved competitive performance, particularly with larger datasets, but at the 

cost of interpretability. 

Gradient Boosting Machines (GBM): Demonstrated superior performance in terms of accuracy 

and handling imbalanced classes. 

4.2 Feature Importance Analysis 

Feature importance analysis revealed that BMI, genetic markers, and exposure to endocrine-

disrupting chemicals were the most significant predictors of early puberty. This aligns with 

existing literature, highlighting the critical role of these factors. 
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V. Discussion 

5.1 Interpretation of Results 

The results indicate that ensemble methods, particularly Gradient Boosting Machines, are well-

suited for predicting early puberty in girls. These models effectively handle complex, non-linear 

relationships and can provide insights into the most significant risk factors. 

 

5.2 Implications for Healthcare 

The use of machine learning models in predicting early puberty could significantly enhance early 

detection and intervention efforts. Healthcare providers could use these models to identify at-risk 

individuals and tailor interventions accordingly. 

 

5.3 Limitations and Future Work 

The primary limitation of this study is the reliance on retrospective data, which may not capture 

all relevant risk factors. Future research should explore the integration of longitudinal data and 

the potential for personalized predictive models. Additionally, ensuring the model's fairness and 

addressing potential biases, especially related to socioeconomic and racial factors, will be 

crucial. 

 

VI. Conclusion 

This study demonstrates the potential of machine learning algorithms, particularly ensemble 

methods, in predicting early puberty in girls. The findings suggest that these models can serve as 

valuable tools for early detection, enabling targeted interventions that could mitigate the adverse 

effects associated with precocious puberty. 
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