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Abstract:-       

Aim of present paper is to study some features like convergence, stability and data 

dependency of a newly introduced iterative process for a class of nonlinear 

mapping. Numerical example is used to claim that the new iterative process has 

better rate of convergence than some of the existing iterative processes in the 

literature. These results may be interpreted as refinement and improvement in the 

previous known results. 

Keywords:-  new iterative process, data dependency, quasi-strictly contractive 
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1. Introduction and Preliminaries:- 

There are numerous problems in science that can be modeled by fixed point. Problems where 

solutions cannot be obtained analytically, fixed point iteration procedures play a vital role in 

solution of such problems. Hence iterative procedures have gain popularity in obtaining the fixed 

points of nonlinear mappings. In recent time some studies are conducted by [8-11]. 

Let H be a real normed linear space and � ∶ � → � be a mapping. A point � is called the fixed 

point if ���� = �. Throughout the paper 
��� will represent the set of fixed points of mapping 

�.  

In 2013, Karakaya et al.[2] introduced a three step iterative process by: 

Journal of Systems Engineering and Electronics  (ISSN NO: 1671-1793) Volume 33 ISSUE 6 2023

PAGE NO: 30



                                                ��� = �1 − �−��� + ��� + ���                                                          
                                                � = �1 − �−��� + ��� + ���,                                                         

                                                 � = �1 − ��� + ���,   � ∈ � 

Where �� ∈ � and  ��� �
! , ��� �

! �"� �
! ��� �

! ��� �
!  ,��� �

!  ∈ [0,1].                   (1.1) 

Gursoy and Karakaya [1] introduced the Picard-S Iteration process as follows :            

                                                ��� = ��,                                                          

                                                � = �1 − ���� + ���,                                                         

                                                 � = �1 − ��� + ���,   � ∈ �                                             (1.2)        

Where �� ∈ � and  ��� �
!  ,��� �

!  ∈ [0,1].                           

 Recently Dogan and Karakaya [3] introduced S-Picard iterative process by :  

                                                 ��� = �1 − ���� + ���,                                      

                                                    � = �1 − ���� + ���,                                 

                                                     � = ��,                                                                                    (1.3)     

Where �� ∈ � and  ��� �
!  ,��� �

!  ∈ [0,1].                                                                                                     

It iss claimed by Dogan and Karakaya [3] that S-Picard iterative process has almost same rate of 

convergence as Picard-S Iterative process. 

Problem 1.1 :- Is it possible to develop an iteration process whose rate of convergence is better 

than the iterative processes (1.2) and (1.3) ?                               

To answer this we introduce a new iteration process as  :-                                                                                                   

                                          & = �',                                                                                                                                 

                                          ( = �',                                                                                                            

                                        '�� = �1 − ��( + ��(,                                                         (1.4)                              

with sequence  ��� �
!  ∈ [0,1] and '� ∈ � 

In this paper we establish some convergence and stability results for our newly introduced 

iterative process. 

Scherzer [7] introduced the class of class of quasi-strictly contractive operators by the condition:                            

                                  ∥ * − �( ∥ ≤  , ∥ * − ( ∥, , ∈ [0,1� and for all ( ∈ �                            (1.5)        

Chidume and Olaleru [12] gave several examples to show that (1.5) is more general than 
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contraction mapping and they claimed that every contraction mapping with a fixed point satisfies 

inequality (1.5). 

Definition 1.2[4] :- Let H be a real normed linear space and -�, -.: � → � be two operators. 

Then -� is called the approximate operator of -. if for all ' ∈ � and for fixed 0 > 0, we have                                  

                                                            ∥ -�' −  -.' ∥ ≤ 0                                         (1.6) 

Definition 1.3[4]:- Let H be a real normed linear space and Let �' � �
!  and  �� � �

! be the 

sequence converging to 2� and 2. respectively. Assume that 
lim

n → ∞
 
|9:;< =>|

|?;< =@|
  = 2. Then 

1.  If 2 = 0 then the sequence �' � �
!  converges faster to 2� than  �� � �

!  to 2.. 

2. 0 < 2 < ∞, then both the iterative process have same rate of convergence. 

Lemma 1.4 [5]:- If 2 be a real number satisfying 0 ≤ 2 < ∞ and �B � �
! be the sequence of 

positive numbers such that lim
C→!

B = 0 and for  ��� ≤ 2 � +  B , � = 1,2, … then lim
C→!

� =

0. 

Lemma1.5 [6]:- �B � �
! be the sequence of positive numbers for which there exists �� ∈ � 

such that for all � ≥ �� following inequality is satisfied:                                                                                   

                              B�� ≤ �1 − G�B + GH                                                                                             

where H ∈ �0,1�, ∀ � ∈ �, ∑ G
!
 � = ∞ and  then we have 0 ≤  lim

C→!
sup B ≤  lim

C→!
sup H .                                                

 Lemma1.6 [3]:- Let H be a real normed linear space and � ∶ � → � be a mapping satisfying 

condition (1.5) with a fixed point *. Assume that �N  be approximate operator of T for given 0. 

Then 

                              ∥ �' − �N( ∥ ≤ 2, ∥ ' − * ∥  +, ∥ ( − ' ∥  +0.                       (1.7)                                 

2. Main Results 

Theorem 2.1:- Let H be a real normed linear space and � ∶ � → � be a mapping satisfying 

condition (1.5).  Let �' � �
!  be the sequence generated by the iterative process (1.4) with 

sequence  ��� �
!  ∈ [0,1] and satisfying ∑ �

!
 � = ∞. Then the iterative process (1.4) 

converges to fixed point of the operator T. 
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Proof:- Using (1.4) and (1.5) we have, 

∥ & − * ∥ = ∥ �' − * ∥ ≤  , ∥ ' − * ∥ (2.1) 

Again by (1.4), (1.5) and (2.1) we have 

∥ ( − * ∥ = ∥ �& − * ∥ ≤  , ∥ & − * ∥ ≤  ,. ∥ ' − * ∥                              (2.2) 

Now using (1.4), (1.5) and (2.2) we have 

∥ '�� − * ∥ = ∥ �1 − ��( + ��( − * ∥ 

                      ≤  �1 − �� ∥ ( − * ∥  + � ∥ �( − * ∥ 

                      ≤  �1 − �� ∥ ( − * ∥  + �, ∥ ( − * ∥ 

                      ≤ �1 − �+ �,� ∥ ( − * ∥ 

                      ≤ �1 − ��1 − ,��,. ∥ ' − * ∥                                             (2.3) 

Now �1 − ��1 − ,��,. < 1, hence by lemma (1.5) we have, 

 
lim

n → ∞
∥ ' − * ∥ = 0.  This completes the proof.     

Theorem 2.2:- Let H be a real normed linear space and � ∶ � → � be a mapping satisfying 

condition (1.5) with fixed point q.  Let �' � �
!  be the sequence generated by the iterative 

process (1.4) with sequence  ��� �
!  ∈ [0,1] and satisfying ∑ �

!
 � = ∞. Let �� � �

!  ⊆ � be 

the sequence generated by  

                          � = ��, 

                          � = ��, 

                        ��� = �1 − ��� + ���                                                      (2.4) 

and let P = ∥ ��� − Q��, �� ∥ with lim
C→!

, = 0.  Then the iterative process (1.4) is T-stable. 

Proof :-  We have P = ∥ ��� − Q��, �� ∥ with lim
C→!

P = 0. Using (1.5) and (2.4) we have 
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 ∥ ��� − R ∥ ≤  ∥ ��� − Q��, �� ∥  + ∥ Q��, �� − R ∥ 

              ≤ P+ ∥ �1 − ��������� + ����S����T� − R ∥ 

              ≤ P + �1 − �� ∥ ������� − R ∥ + � ∥ ���������� − R ∥ 

              ≤ P +  ,�1 − �� ∥ ���� − R ∥ + �, ∥ ������� − R ∥ 

            ≤ P + ,.�1 − �� ∥ � − R ∥ + �,. ∥ ���� − R ∥ 

              ≤ P + ,.�1 − �� ∥ � − R ∥ + �,U ∥ � − R ∥ 

               ≤ P +  �1 − ��1 −  ,��,. ∥ � − R ∥                                    (2.5) 

Since 1 − ��1 −  ,� < 1 and ,. < ,,  hence (5) becomes 

∥ ��� − R ∥ ≤   P + , ∥ � − R ∥                                                        (2.6) 

Now (2.6) satisfies all the requirements of lemma 1.4, so we have lim
C→!

� = R. Hence the 

iterative process (1.4) is T-stable.                                                                                                                                

Example 2.3 :- Let � = [0,1] and � ∶ � → � be a mapping defined by �' =  V

.
. Then �  has a 

unique fixed point 0. Let �' � �
!  be the sequence defined by ' = �


.  Then lim

C→!
' = 0.  

Now we have 

P = ∥ '�� − Q��, '� ∥  

     ≤ ∥ '�� − ��1 − ������'�� + ����S��'�T� ∥ 

     ≤ ∥ '�� − �1 − �� V;

W
− �

V;

X
∥ 

      ≤ ∥ �

��
− �

X
− �

�Y
∥ 

We have lim
C→!

P = 0. Hence the iterative process (1.4) T-stable.      

Theorem 2.4:- Let H be a real normed linear space and � ∶ � → � be a mapping satisfying 

condition (1.5) with fixed point q.  Let �' � �
!    and �� � �

! be the sequence generated by the 
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iterative process (1.4) and (1.3) respectively with sequence  ��� �
! , ��� �

!  ∈ [0,1] and 

satisfying ∑ �
!
 � = ∞, ∑ ��

!
 � = ∞. Also assume that �� ≤  � ≤ 1 and �� ≤  � ≤

1. Then the iterative process (1.4) converges faster than the iterative process (1.3) provided both 

have same initial approximation. 

Proof :- From (3) we have  

             ∥ '�� − * ∥  ≤   �1 − ��1 − ,��,. ∥ ' − * ∥ 

           ∥ ' − * ∥  ≤   �1 − �Z��1 − ,��,. ∥ 'Z� − * ∥ 

                           ∥ 'Z� − * ∥  ≤   �1 − �Z.�1 − ,��,. ∥ 'Z. − * ∥ 

                            …………………………………………………….. 

                            ∥ '� − * ∥  ≤   �1 − ���1 − ,��,. ∥ '� − * ∥ 

Combining all the above inequalities we have, 

                         ∥ '�� − * ∥  ≤   ,.���� ∥ '� − * ∥ ∏ �1 − �\�1 −  ,����
\ �              

Now applying the assumption �� ≤  � ≤ 1 on above inequality we have 

          ∥ '�� − * ∥  ≤   ,.���� ∥ '� − * ∥ ∏ �1 − ���1 −  ,����
\ �  

                                 ≤   ,.���� ∥ '� − * ∥ �1 − ���1 −  ,���                  (2.7) 

Now from (1.5) and (1.3) we have 

∥ ��� − * ∥ = ∥ �1 − ���� + ��� − * ∥ 

                      ≤  �1 − �� ∥ �� − * ∥  + � ∥ �� − * ∥ 

                      ≤  �1 − ��, ∥ � − * ∥  + �, ∥ � − * ∥                                               (2.8) 

∥ � − * ∥ = ∥ �1 − ���� + ��� − * ∥ 

                      ≤  �1 − �� ∥ �� − * ∥  + � ∥ �� − * ∥ 

                      ≤  �1 − ��, ∥ � − * ∥  + �, ∥ � − * ∥                                               (2.9) 
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and 

 ∥ � − * ∥ = ∥ �� − * ∥ ≤ , ∥ � − * ∥                                                                 (2.10) 

Using (2.10) in (2.9) we have, 

                           ∥ � − * ∥ ≤  �1 − ��, ∥ � − * ∥  + �,. ∥ � − * ∥   

                                              ≤  ,S1 − ��1 − ,�T ∥ � − * ∥                                  (2.11) 

Using (2.10) and (2.11) in (2.8) we obtain 

∥ ��� − * ∥ ≤   �1 − ��,. ∥ � − * ∥  + �,.S1 − ��1 − ,�T ∥ � − * ∥ 

                       ≤   ,.[1 − �+ �S1 − ��1 − ,�T] ∥ � − * ∥ 

                      ≤   ,.�1 − ���1 − ,�� ∥ � − * ∥                                                      (2.12) 

From (2.12) we have 

                           ∥ ��� − * ∥≤   ,.�1 − ���1 − ,�� ∥ � − * ∥ 

                          ∥ � − * ∥≤   ,.�1 − �Z��Z��1 − ,�� ∥ �Z� − * ∥ 

                         ∥ �Z� − * ∥ ≤   ,.�1 − �Z.�Z.�1 − ,�� ∥ �Z. − * ∥ 

                                   ………………………………………………. 

                                 ∥ �� − * ∥ ≤   ,.�1 − �����1 − ,�� ∥ �� − * ∥ 

From the above inequality we have the following estimate 

                        ∥ ��� − * ∥ ≤   ,.���� ∥ �� − * ∥ ∏ �1 − �\�\�1 −  ,����
\ �                   

Now applying the assumption �� ≤  � ≤ 1 and �� ≤  � ≤ 1 on above inequality we have 

                    ∥ ��� − * ∥ ≤   ,.���� ∥ �� − * ∥ ∏ �1 − �����1 −  ,����
\ �  

                                          ≤   ,.���� ∥ �� − * ∥ �1 − �����1 −  ,���    (2.13) 

Let ] = ,.���� ∥ '� − * ∥ �1 − ���1 −  ,��� and 
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         ^ =  ,.���� ∥ �� − * ∥ �1 − �����1 −  ,��� 

Now  
_;

`;
= a@�;b>�∥VcZd∥��Ze>��Z a�;b>

a@�;b>�∥fcZd∥��Ze>g>��Z a�;b> 

              =  ( 
�Ze>��Z a�

�Ze>g>��Z a�
���              

Now �, �  ∈ [0,1] and , ∈ �0, 1� so we may easily conclude that 
�Ze>��Z a�

�Ze>g>��Z a�
< 1 and hence 

lim
C→!

_;

`;
 = 0 and hence using definition 1.3, we conclude that iterative process (1.4) converges 

faster than the iterative process (1.3). 

Example 2.5:-  � = [0, ∞� and � ∶ � → � be a mapping defined by ���� =  hZiC�h���

.
. Clearly 

� satisfies the condition (1.5). The following table shows the convergence pattern of iterative 

process (1.3) and (1.4) for initial approximation '� = �� = 1 and � = � = ��

�.
. 

'                                      S-Picard Iteration                                              New Iteration 

'�                                       0.002262870819999                                           0.001786312500 

'.                                        0.000000000000121                                                 0 

'U                                                 0                                                                        0      

Table 1 :  Comparison of rate of convergence between two iterative schemes 

 In the above table S-Picard iteration reaches the fixed point at third step while the new 

iteration process reaches the fixed point at second step hence the new iteration process has better 

rate of convergence than the S- Picard iterative process. 

Theorem 2.6: - Let �N  be approximate operator of T and Let �' � �
!    be the sequence generated 

by the iterative process (1.4) for operator T. Consider the iterative process �'j� defined by 

    &̌ =  �N'j, (j =  �N&̌ and 'j�� =  �1 − ��(j+��N(j       (2.14)                                                                 

Let �* = -and �N*̌ = *̌. Then ∥ * − *̌ ∥≤  a���l�

�Za@ . 

Proof :- From (1.4) and (2.14) and lemma 1.6, we have, 

 ∥ & − &̌ ∥= ∥ �' − �N'j ∥ ≤ 2, ∥ ' − * ∥  +, ∥ ' − 'j ∥  +0                                    (2.15) 
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Again using (1.4) and (2.14) and lemma 1.6, 

∥ ( − (j ∥= ∥ �& − �N&̌ ∥ ≤ 2, ∥ & − * ∥  +, ∥ & − &̌ ∥  +0                                      (2.16) 

Also from (1.4) and (2.14) and lemma 1.6, 

∥ '�� − 'j�� ∥= ∥ �1 − ��( + ��( − ��1 − ��(j + ��N(j� ∥ 

           ≤  �1 − �� ∥ ( − (j ∥ + � ∥ �( − �N(j ∥ 

            ≤  �1 − �� ∥ ( − (j ∥ + ��2, ∥ ( − * ∥  +, ∥ ( − (j ∥  +0�                            

                ≤  �1 − � + �,� ∥ ( − (j ∥ +2�, ∥ ( − * ∥  +�0                          (2.17) 

Using (2.15) in (2.16) we have 

∥ ( − (j ∥≤  2, ∥ & − * ∥  +,(2, ∥ ' − * ∥  +, ∥ ' − 'j ∥  +0� + 0                     (2.s18) 

From (2.18) and (2.17) we have 

∥ '�� − 'j�� ∥ ≤  �1 − � + �,��2, ∥ & − * ∥  +,(2, ∥ ' − * ∥  +, ∥ ' − 'j ∥

                                        +0� + 0�  + 2�, ∥ ( − * ∥  +�0    

                             ≤  2�1 − ��1 − ,��, ∥ & − * ∥  +2�1 − ��1 − ,�,. ∥ ' − * ∥ 

                                 + �1 − ��1 − ,��,.  ∥ ' − 'j ∥ + 2�, ∥ ( − * ∥  

                                 +�1 − ��1 − ,�,�0 + 1� + �0    

Now � ∈ [0,1], , ∈ �0,1� hence 1 − ��1 − ,� < 1 , therefore we have 

∥ '�� − 'j�� ∥ ≤ 2, ∥ & − * ∥  +2,. ∥ ' − * ∥ +,.  ∥ ' − 'j ∥ + 2�, ∥ ( − * ∥  

                                 +,�0 + 1� + �0    

Let m = 1 − ,. ∈ �0,1�,   n�� =∥ '�� − 'j�� ∥  and 

o =  
2, ∥ & − * ∥  +2,.  ∥ ' − * ∥ + 2�, ∥ ( − * ∥ +,�0 + 1� + �0 

m
≥ 0 

Hence 
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∥ '�� − 'j�� ∥≤ �1 −  m� ∥ ' − 'j ∥ +2, ∥ & − * ∥  +2,.  ∥ ' − * ∥ + 2�, ∥ ( − * ∥

                                +,�0 + 1� + �0                                                                           (2.19) 

Now (19) satisfies all the requirements of lemma (1.5), hence we obtain 

                                    ∥ * − *̌ ∥≤  a���l�

�Za@ . 

3 Conclusions:-  

In this paper, some fixed point results are obtained with the help of newly defined iterative 

procedure and claimed that its rate of convergence is better than the others which are referred to 

this paper. Some fixed point results have been supported with the help of non trivial examples. 
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