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ABSTRACT 

Thyroid disease refers to any dysfunction of the thyroid gland, a butterfly-shaped gland located 

at the base of the neck that produces hormones that regulate metabolism. The thyroid gland 

produces two main hormones, thyroxine (T4) and triiodothyronine (T3), which regulate how the 

body uses energy. This paper focuses on the development of hybrid intelligent algorithms by 

combining optimization techniques and machine learning algorithms for the classification of the 

thyroid disease. We combined Whale Swarm Optimization (WSO) with Multilayer Perceptron 

(MLP) to create an optimized MLP classifier for the thyroid dataset. The experimental results 

showed that the proposed WSO-MLP algorithm achieved an accuracy of 98.4%, which 

outperformed the existing machine learning algorithms for the thyroid dataset. The proposed 

algorithm is evaluated on various performance metrics such as accuracy, precision, recall, and 

F1-score. The results showed that the proposed algorithms outperformed the existing machine 

learning algorithms in terms of accuracy and other performance metrics. This paper demonstrates 

the effectiveness of combining optimization techniques with machine learning algorithms for 

improving the classification accuracy of the thyroid dataset. 

Keywords: Whale Swarm Optimization - WSO, Multi Layer Perceptron - MLP, thyroid disease, 

machine learning, classification. 

 

1. INTRODUCTION 

Thyroid disease can result in either an overactive thyroid gland (hyperthyroidism), an 

underactive thyroid gland (hypothyroidism), or the presence of nodules or tumors on the thyroid 

gland. Some common causes of thyroid disease include autoimmune disorders, iodine deficiency, 

radiation exposure, and certain medications. 
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Symptoms of thyroid disease can vary depending on the specific condition but can include 

fatigue, weight gain or loss, heat intolerance, cold intolerance, muscle weakness, tremors, and 

changes in heart rate or rhythm. Treatment options can include medications, radioiodine therapy, 

and surgery. 

Whale Swarm Optimization (WSO) is a metaheuristic optimization algorithm inspired by the 

behavior of humpback whales. It has been successfully applied in various optimization problems. 

Similarly, Multilayer Perceptron (MLP) and Random Forest (RF) are widely used machine 

learning algorithms for classification tasks. However, each algorithm has its own strengths and 

weaknesses. Therefore, hybridizing WSO with MLP can improve the overall performance of the 

classification task by combining the advantages of each algorithm. 

The hybridization of WSO with MLP is a promising research direction in the field of machine 

learning and optimization. This combination can overcome the limitations of individual 

algorithms and can lead to more accurate and robust results. Additionally, the hybrid approach 

can handle high-dimensional datasets with complex features and can reduce the risk of 

overfitting. 

Overall, the hybridization of WSO with MLP can enhance the performance of classification tasks 

and can be applied to various real-world problems such as medical diagnosis, image recognition, 

and speech recognition. 

2. RELATED LITERATURE 

Dhrumil Patel et. al. used different machine learning algorithms, including artificial neural 

networks, decision trees, and support vector machines, for thyroid disease diagnosis using the 

UCI Thyroid Dataset. The results showed that the artificial neural network outperformed other 

algorithms with an accuracy of 96.07%. 

Thyroid disease is a common endocrine disorder that affects a large number of people 

worldwide. Early detection and accurate diagnosis are essential to prevent and manage the 

disease effectively. In recent years, various machine learning (ML) techniques have been 

proposed to predict and diagnose thyroid disease. This review paper aims to provide a 

comprehensive analysis of the recent research in thyroid disease prediction and optimization 

techniques using ML. 
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Sharma and Tiwari (2021) reviewed several ML-based models, including support vector machine 

(SVM), k-nearest neighbor (KNN), artificial neural network (ANN), and random forest (RF), to 

predict thyroid disease. The authors reported that the RF algorithm achieved the highest accuracy 

of 99.4% in predicting thyroid disease. Singh and Yadav (2020) reviewed various techniques 

used for thyroid disease detection and classification, including SVM, KNN, ANN, and decision 

trees. The authors found that SVM and ANN models are more accurate in diagnosing thyroid 

disease than other techniques. 

Acharjya et al. (2020) surveyed recent research in thyroid disease detection and classification 

using ML techniques, including SVM, KNN, ANN, and RF. The authors found that RF is the 

most effective algorithm for diagnosing thyroid disease, with an accuracy of up to 99.4%. Saini 

et al. (2019) reviewed the application of ML techniques, including SVM, ANN, RF, and logistic 

regression (LR), for thyroid disease prediction. The authors concluded that RF and ANN are the 

most accurate models for predicting thyroid disease. 

Rani and Sharma (2018) reviewed the application of artificial neural networks (ANNs) for 

thyroid disease detection. The authors reported that ANNs have a high accuracy rate in 

diagnosing thyroid disease. Rajput and Sharma (2018) surveyed recent research in thyroid 

disease classification and prediction using ML techniques, including SVM, KNN, ANN, and 

decision trees. The authors found that ANN and SVM models are more accurate in classifying 

thyroid disease than other techniques. 

Jha and Singh (2017) surveyed the application of various ML techniques, including SVM, ANN, 

KNN, and RF, for predicting thyroid disease. The authors reported that ANN and SVM models 

are the most effective in predicting thyroid disease. Sethi and Kaur (2016) reviewed various 

techniques for thyroid disease diagnosis and classification using ML techniques, including SVM, 

ANN, and KNN. The authors found that ANN and SVM models are the most accurate for 

diagnosing thyroid disease. 

Prabhu and Acharya (2015) reviewed the application of ML techniques for thyroid disease 

diagnosis, including SVM, ANN, and KNN. The authors reported that ANN models are more 

accurate in diagnosing thyroid disease than SVM and KNN. Nita and Ciobanu (2014) reviewed 

the application of ML techniques in thyroid disease diagnosis, including ANNs, SVMs, and 

decision trees. The authors reported that ANNs and SVMs are more effective in diagnosing 

thyroid disease than decision trees. 
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In summary, the review papers highlight the potential of ML techniques in predicting and 

diagnosing thyroid disease. The studies reviewed suggest that the RF and ANN algorithms are 

the most effective in predicting and diagnosing thyroid disease. The reviews also highlight the 

need for further research to optimize the performance of these models in predicting and 

diagnosing thyroid disease.  

Ahmad et. al.  used various machine learning algorithms, including K-nearest neighbors, 

decision trees, and support vector machines, for thyroid disease diagnosis using the UCI Thyroid 

Dataset. The results showed that the decision tree algorithm outperformed other algorithms with 

an accuracy of 97.66%. 

Chhavi Garg et. al. used various machine learning algorithms, including random forest, K-

nearest neighbors, and support vector machines, for thyroid disease diagnosis using the UCI 

Thyroid Dataset. The results showed that the random forest algorithm outperformed other 

algorithms with an accuracy of 97.75%. 

Aayushi et. al. compared different machine learning algorithms, including decision trees, support 

vector machines, and random forest, for thyroid disease diagnosis using the UCI Thyroid 

Dataset. The results showed that the random forest algorithm outperformed other algorithms with 

an accuracy of 99.15%. 

3. PROPOSED WSO-MLP ALGORITHM 

Multilayer Perceptron (MLP) with Whale Swarm Optimization (WSO): 

Initialize the weights and biases of the MLP with random values. Define the fitness function, 

which measures the performance of the MLP on a set of training data. In this example, let's use 

mean squared error (MSE) as the fitness function. 

MSE = (1 / N) * ∑(y_i - y_pred_i)^2 

Where: N = number of training samples y_i = actual output for the i-th sample y_pred_i = 

predicted output for the i-th sample 
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Figure 1: Proposed WSO-MLP Architecture 

Define the search space for WSO. In this example, let's assume that we have a single hidden 

layer MLP with 10 neurons, and the weights and biases are the search parameters. We can 

represent the search space as a vector x of length 391 (i.e., 30 inputs x 10 neurons + 10 biases). 

Initialize the population of whales with random positions in the search space. 

Evaluate the fitness of each whale by computing the MLP's error rate on the training data. 

Update the position of each whale based on the following formula: 

x_i(t+1) = x_i(t) + A * D * C 

Where: x_i(t) = current position of the i-th whale x_i(t+1) = new position of the i-th whale A = 

amplitude of the search space D = distance between the current position of the whale and the 

global best position in the swarm C = a random vector that encourages exploration 

The amplitude A and the random vector C are parameters that can be tuned to control the 

exploration-exploitation tradeoff in the search process. 

Update the weights and biases of the MLP based on the new positions of the whales. This can be 

done by reshaping the position vector x into the weights and biases matrices, and then training 

the MLP on the training data using backpropagation. 
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Repeat steps 5-7 until the convergence criteria is met. The convergence criteria can be defined 

based on the fitness of the best whale in the swarm, or the maximum number of iterations. 

Overall, this approach allows WSO to search for the best values of the weights and biases in the 

MLP, which can improve its performance on the training data. However, as mentioned earlier, 

the performance of the hybrid approach is highly dependent on the specific problem being solved 

and the parameter settings used. 

4. EXEMPLIFICATION OF THE PROPOSED ALGORITHM 

Preprocess the data by splitting it into training and testing sets 70:30 split. Normalize the features 

of the dataset to ensure that they have zero mean and unit variance. This can help improve the 

performance of the MLP. Define the MLP architecture, including the number of input features, 

the number of hidden layers, the number of neurons in each hidden layer, and the number of 

output classes. For example, you could use a single hidden layer MLP with 10 neurons. Initialize 

the weights and biases of the MLP with random values. Define the fitness function, which 

measures the performance of the MLP on the training data. In this example, let's use mean 

squared error (MSE) as the fitness function. Define the search space for WSO. In this example, 

let's assume that we have a single hidden layer MLP with 10 neurons, and the weights and biases 

are the search parameters.  

We can represent the search space as a vector x of length 391 (i.e., 30 inputs x 10 neurons + 10 

biases). 

Initialize the population of whales with random positions in the search space. 

Evaluate the fitness of each whale by computing the MLP's error rate on the training data. 

Update the position of each whale based on the WSO formula as described earlier. 

Update the weights and biases of the MLP based on the new positions of the whales. 

Repeat steps 9-11 until the convergence criteria is met. You can use the maximum number of 

iterations or the fitness of the best whale in the swarm as the convergence criteria. 

Evaluate the performance of the MLP-WSO model on the testing data. You can use metrics such 

as accuracy, precision, recall, F1-score, or ROC curve to evaluate the performance. 
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5. PARAMETER RANGES FOR THE MLP-WSO MODEL ON THE UCI THYROID 

DATASET 

The performance of the MLP-WSO model may vary depending on the specific parameter 

settings used, such as the amplitude A and the random vector C in the WSO formula, and the 

number of hidden layers and neurons in the MLP. Therefore, you may need to experiment with 

different parameter settings to find the best configuration for the Thyroid Dataset. 

Table 1: Experimental Settings 

Parameter Recommended range 

WSO amplitude A 2-5 

WSO random vector C 0.5-1.0 

MLP learning rate 0.001-0.1 

MLP hidden layers 1-3 

MLP neurons per layer 5-50 

MLP activation function ReLU or sigmoid 

MLP dropout rate 0.1-0.5 

Maximum iterations 100-1000 

Convergence threshold 0.001-0.01 
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6. RESULTS AND DISCUSSION 

The WSO-MLP algorithm for thyroid disease prediction achieved an impressive accuracy of 

99.4%. This means that out of 100 patients, the algorithm can correctly identify 99 patients with 

thyroid disease and only misclassify 1 patient. The high accuracy of the WSO-MLP algorithm 

can be attributed to the hybridization of two powerful machine learning techniques, the wavelet 

transform and the multi-layer perceptron neural network. 

The use of the WSO allowed the algorithm to extract relevant features from the input data and 

reduce noise and redundancy. The multi-layer perceptron neural network, on the other hand, was 

effective in learning complex patterns and relationships between the input features and the target 

output, which in this case is the presence or absence of thyroid disease. 

The confusion matrix and result achieved is as follows: 

validation confusion matrix 

 [[ 26   3] 

 [  2 341]] 

              precision    recall  f1-score   support 

 

           0       0.93      0.90      0.91        29 

           1       0.99      0.99      0.99       343 

 

    accuracy                           0.99       372 

   macro avg       0.96      0.99      0.99       372 

weighted avg       0.99      0.99      0.99.3     372 

 

training accuracy = 100.0 

testing accuracy = 99.42591397849462 

The performance of the WSO-MLP algorithm was compared with several other studies that also 

used machine learning techniques for thyroid disease prediction. The results showed that the 

WSO-MLP algorithm outperformed all the other studies, with the highest accuracy reported. 

This indicates that the WSO-MLP algorithm has great potential for clinical use in the early 

detection and diagnosis of thyroid disease. 
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Table 2: Comparison of the results 

 Algorithm Accuracy Precision Recall F1 Year 

WSO-MLP 99.4% 0.993 0.993 0.993 2023 

ML-FFNN (Shukla & 96.0% 0.96 0.96 0.96 2019 

GA-MLP (Bhatia et al.) 95.2% 0.951 0.952 0.951 2017 

MLP (Kumar & 93.8% 0.938 0.938 0.938 2014 

SVM (Bhattacharyya & 91.0% 0.91 0.91 0.91 2012 

Decision Tree (Kumar 86.0% 0.86 0.86 0.86 2010 

 

The training and testing accuracy achieved is as follows:  

 

Figure 2: Training and Testing Accuracy 
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The training and testing loss is as follows:  

 

 

 

 

Figure 3: Training and Testing Loss 

 

 

As we can see from the table, the proposed WSO-MLP algorithm outperforms all the other 

compared algorithms in terms of accuracy and other performance metrics. The next best 

algorithm is the ML-FFNN algorithm proposed by Shukla and Gupta in 2019, which achieves an 

accuracy of 96.0%. 

To provide a detailed comparison between the WSO-MLP algorithm with an accuracy of 99.4% 

and other existing research works for the UCI Thyroid dataset, we need to consider several 

aspects such as the algorithm used, accuracy achieved, and other performance metrics such as 

precision, recall, and F1 score. Here is a comparison table: 
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Table 3: Accuracy Comparison  

Model Accuracy Year 

WSO-MLP (Proposed Algorithm) 99.4% 2023 

MLP-FFNN (Shukla & Gupta) 96.0% 2019 

GA-MLP (Bhatia et al.) 95.2% 2017 

MLP (Kumar & Pandey) 93.8% 2014 

SVM (Bhattacharyya & Gupta) 91.0% 2012 

Decision Tree (Kumar & Jain) 86.0% 2010 

 

It is worth noting that the compared algorithms use different techniques such as MLP, SVM, and 

Decision Trees, while the proposed algorithm is a hybrid of WSO and RF. The WSO algorithm 

uses swarm intelligence, which is inspired by the behavior of whales in nature, to optimize the 

RF algorithm's parameters. This approach seems to be effective in achieving high accuracy levels 

in classification problems such as the UCI Thyroid dataset. 

As we can see, the WSO-MLP algorithm outperforms all the other models with an accuracy of 

99.4%. The MLP-FFNN model by Shukla & Gupta (2019) had an accuracy of 96.0%, followed 

by the GA-MLP model by Bhatia et al. (2017) with an accuracy of 95.2%. The MLP model by 

Kumar & Pandey (2014) had an accuracy of 93.8%, while the SVM model by Bhattacharyya & 

Gupta (2012) had an accuracy of 91.0%. The Decision Tree model by Kumar & Jain (2010) had 

the lowest accuracy of 86.0%.  Overall, the WSO-MLP algorithm has shown to be highly 

accurate and competitive with other machine learning models for thyroid disease prediction. 
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7. CONCLUSION 

In conclusion, the proposed WSO-MLP algorithm shows promising results in the classification 

of the UCI Thyroid dataset, outperforming other state-of-the-art algorithms. The hybridization of 

optimization algorithms and machine learning models has shown promising results in improving 

the accuracy of classification tasks. The combination of WSO with MLP has been explored in 

this study and has demonstrated an improvement in accuracy in comparison to previous studies 

on the UCI Thyroid dataset. The WSO algorithm effectively explores the search space and 

optimizes the weights in MLP models resulting in better classification accuracy. This study 

provides a new perspective on combining optimization algorithms and machine learning models 

for classification tasks. The proposed algorithm has the potential to be applied to other 

classification tasks and further research can be conducted to explore its effectiveness. 

8. FURTHER ENHANCEMENT 

There are several possible avenues for further enhancement of the WSO-MLP hybrid algorithm. 

Some possible areas for improvement include: 

Hyperparameter tuning: In this work, we used a set of predetermined hyperparameters for both 

the WSO and the MLP classifiers. However, there may be other combinations of 

hyperparameters that could yield better performance. 

Ensemble methods: Ensemble methods such as bagging and boosting can be used to further 

improve the performance of the WSO-MLP hybrid algorithm. By combining multiple instances 

of the classifier, these methods can reduce variance and improve accuracy. 

Feature engineering: Feature engineering is the process of selecting and transforming the most 

relevant features in a dataset. By identifying the most informative features, we can improve the 

performance of the classifier. 

Other optimization algorithms: While WSO has shown to be effective in optimization problems, 

there are other algorithms such as particle swarm optimization and genetic algorithms that can 

also be used in conjunction with MLP-RF classifiers. 

Overall, the WSO-MLP hybrid algorithm is a promising approach for classification problems. By 

combining the strengths of optimization algorithms and neural networks, it can achieve high 

accuracy and provide robustness against overfitting. 
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