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ABSTRACT 

In resource-constrained edge computing scenario such as mobile devices, IoT devices, and 

electric vehicles, energy-efficient convolutional neural network (CNN) accelerators 

implemented on mobile Field Programmable Gate Arrays (FPGAs) are gaining significant 

attention due to their high accuracy and scalability. Modern mobile FPGAs, like the Xilinx 

PYNQ-Z1/Z2 and Ultra96, offer advantages in scalability and flexibility for deploying deep 

learning-based object detection applications. These FPGAs are particularly suitable for 

battery-powered systems, including drones and electric vehicles, as they provide energy 

efficiency in terms of both power consumption and compact size. However, achieving real-

time processing remains a challenge due to their limited performance capabilities. 

This paper introduces an optimized accelerator design flow at the register-transfer level 

(RTL) to enhance programming speed and energy efficiency through low-power techniques 

in FPGA accelerator implementation. While most optimization efforts for FPGA accelerators 

focus on the system level, we propose a reconfigurable CNN-based object detection 

accelerator design optimized at the RTL level for mobile FPGAs. 

The optimization techniques are presented include various clock gating methods to minimize 

residual signals and deactivate unnecessary blocks, improving overall efficiency. Based on an 

analysis of CNN architectures, to identified and classified common computational 

components, such as multipliers and adders, and integrated them into a universal computing 

unit. This unit was modularized to suit a hierarchical RTL code structure. 

The proposed design was tested using ResNet-20, a CNN with 23 layers, trained on the 

CIFAR-10 dataset, which consists of a test set of 10,000 images in various formats. Weight 
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data for the experiment was sourced from Tensil. Experimental results demonstrate that the 

proposed design improves power efficiency, hardware utilization, and throughput by 16%, 

58%, and 15%, respectively. 

Keywords:FPGA accelerator, CNN accelerator, RT level design techniques, Reconfigurable 

accelerator, CNN-based object detection, Mobile FPGA. 

I. INTRODUCTION 

Convolutional Neural Network (CNN)-

based object detection applications are 

widely utilized across various domains, 

leveraging Field Programmable Gate 

Array (FPGA) devices for deployment 

in personal mobile devices, healthcare 

systems, smart surveillance, Advanced 

Driver Assistance Systems (ADAS), 

drones, and logistics robots [1-6]. 

CNNs have become indispensable for 

achieving high recognition accuracy in 

both cloud-based and edge devices. 

However, their implementation faces 

significant challenges due to high 

computational complexity and 

substantial power consumption, which 

are necessary to achieve fast 

processing speeds and high accuracy 

simultaneously. This complexity 

involves extensive computational 

operations, numerous memory 

accesses, and dynamic power 

consumption during data transfers and 

computation delays. 

Real-time inference of CNN-based object 

detection on mobile FPGA devices is 

particularly challenging due to limited 

hardware resources, such as constrained 

memory size and reduced processor 

performance. To address these issues, 

researchers have developed CNN 

accelerators at various design levels, 

including system, application, architecture, 

and transistor levels, to enhance 

performance and reduce power 

consumption [7-9]. Recent studies have 

proposed flexible CNN accelerator designs 

for FPGA implementations, 

accommodating a wide range of CNN 

architectures from lightweight to large-

scale models [11-16]. 

As CNN-based object detection becomes a 

key technology in unmanned drones, 

autonomous vehicles, ADAS systems, and 

industrial automation, research has 

increasingly focused on enabling real-time 

processing on mobile FPGA-SoC boards. 

This includes designing accelerators 

specifically for mobile FPGA-SoC 

systems and exploring hardware 

optimization techniques. Popular devices 
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such as the Xilinx Ultra96 and Xilinx 

PYNQ-Z1 are frequently used in drone and 

IoT applications, with numerous studies 

addressing their hardware limitations to 

achieve high performance, low power 

consumption, and real-time processing 

speeds [17-24]. 

The primary implementation techniques 

discussed in these studies include reducing 

CNN architecture size, pre-processing 

input feature maps, optimizing pipeline 

designs, resizing input and output feature 

maps, and optimizing code for efficient 

execution [9, 25-31]. Our previous 

research demonstrated that register-

transfer level (RTL) optimizations 

effectively reduce processing time and 

dynamic power consumption [32]. 

In this work, to apply low-power 

techniques to the baseline RTL code of a 

CNN accelerator generated by Tensil and 

incorporate hardware-optimized methods 

into a reconfigurable FPGA hardware 

accelerator design. These optimizations are 

implemented through an automated RTL 

code optimization tool. The rest of this 

paper is organized as follows: Section II 

introduces low-power techniques at the 

RTL level for energy-efficient CNN 

acceleration and provides an overview of 

the basic hardware design flow using 

baseline CNN accelerator RTL code 

generated by Tensil. Section III describes. 

 

Fig 1.Vivado HLS design flow. 

Fig.2. Proposed processing system and 

Programmable logic unit 

II. ACCELERATOR ARCHITECTURE 

DESIGN 

a. Architecture Overview 

The block diagram in Figure 2 illustrates 

the data flow of the proposed processing 
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unit design for an FPGA-based CNN 

object detection accelerator. Each block in 

the programmable logic is specifically 

defined and modularized to optimize the 

implementation of various CNN models. 

The architecture is primarily divided into 

two main components: the computing 

processing logic and the memory system, 

as described below: 

In the memory system, three key 

functional components handle the on-chip 

and off-chip data transfers required for 

computation. First, the buffers store data, 

with weights and intermediate feature 

maps organized in a layer-by-layer format 

stored in external DRAM. When loading a 

tile of data into the on-chip 

input/weight/output ping-pong buffers, the 

data is arranged in a specific format 

according to the computation mode's 

requirements. 

Second, a dispatching module utilizes a 

Direct Memory Access (DMA) engine, 

controlled by the DMA control module, to 

fetch the necessary data from DRAM or 

save results back to DRAM. Third, the on-

chip data scheduling modules, including 

scatter and gather units, perform serial-to-

parallel or parallel-to-serial conversions, 

managing the data flow for subsequent 

computations or data transmissions. 

b. Proposed Reconfigurable Accelerator 

Hardware Architecture 

 

Fig. 3. IP Block design for CNN object 

detection. 

As depicted in Figure 3, the IP block 

design for the CNN object detection 

accelerator comprises both referencing and 

customized IP blocks (top_pynqz1_0). 

Within the top_pynqz1_0 block, multiple 

modules are hierarchically organized, 

including multiply-accumulate units 

(MACs), pooling units (POOLs), memory 

bandwidth management, memory access 

scheduler, and convolution (CONV) 

computing modules. The original RTL 

code from Tensil lacks a hierarchical 

architecture; however, introducing this 

structure enhances resource management 

efficiency, although analyzing the RTL 

code becomes more time-consuming due 

to the added complexity. 
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The primary feature of FPGA devices is 

their reconfigurability. To fully leverage 

the flexibility of the FPGA-SoC design, 

the proposed RTL code for the CNN 

accelerator was designed with hierarchical 

and modular components, such as MACs, 

convolution (Conv), multipliers, adders, 

multiplexers (MUX), and arithmetic logic 

units (ALUs), as shown in Figure 4. This 

design provides scalability to support 

various CNN architectures, including 

YOLO series and ResNet20. After 

modularizing the MAC unit, we 

incorporated low-power techniques, such 

as clock gating and XOR/OR gates for 

MUXs. 

This design also accommodates additional 

detectors, such as Single-Shot Detectors 

(SSD) and Multibox detectors. For 

memory access modules—like 

InnerDualPortMem1, Dual-PortMem1, 

MemSplitter, and MemBoundarySplitter—

memory partitioning techniques are 

applied. To accelerate CPU computing, a 

memory reassignment technique is used, 

enabling dynamic changes to memory size 

and flow based on pre-assigned 

computations. For instance, when targeting 

a CNN accelerator with fixed 16-bit 

precision, the memory size can be pre-

allocated for the input data or weights, 

facilitating efficient sequential operations 

such as convolution. 

 
Fig. 4. Flexible accelerator design overview 
 

 
Fig. 5.Conventional MAC unit design 

In contrast to the conventional design 

shown in Figure 5, an AND gate and a 

latch were added to ensure the clock is 

safely disabled, preventing any glitches 

from reaching the register clock. 

V. EXPERIMENT AND RESULTS 
WITH DISCUSSION 

a. Experiment Environment 

For the basic hardware platform, we 

selected the PYNQ-Z1 board instead of the 

standard ZYNQ-7020 board. The PYNQ-

Z1 is an open-source project from AMD 

that integrates the Xilinx ZYNQ-7020 and 

provides a Jupyter-based framework with 

Python APIs. This FPGA-SoC platform 

combines Programmable Logic (PL) and 
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Processing System (PS). The primary 

software development tool is Jupyter 

Notebook, a web-based programming 

platform that supports Python, C/C++, and 

other open-source libraries such as Open 

CV.

Fig. 6. FPGA testbed (Xilinx PYNQ-Z1 

FPGA).

 

Fig.7. HW resource report comparison of 
Tensil sample simulation and our work tested 
on PYNQ-Z1. 

Our experimental setup is illustrated in 

Figure 6. The CNN architecture used in the 

experiment is ResNet-20, which consists 

of 23 layers and was trained on the 

CIFAR-10 dataset, containing 10,000 

images in various formats. We utilized the 

provided weight file and converted the 

ResNet model to ONNX format. ONNX, a 

machine learning model converter, 

produces the converted model code in 

ONNX format. The Tensil compiler 

generates three import artifacts: .tmodel, 

.tdata, and .tprog files. After the .tmodel 

manifest is loaded into the driver, it directs 

the driver to locate the binary files, 

program data, and weight data. These files 

were used without any modifications, 

ensuring the accuracy remained 

unchanged. 

b. FPGA Implementation Results 

Compared to Tensil’s optimization results, 

we observed that more register buffers are 

activated in our proposed structure. After 

verifying the functionality and 

performance, the structure can be further 

refined through RTL code modifications. 

This enables improvements in specific 

hardware resources and power 

consumption. Analyzing the results 

demonstrates enhanced performance in 

CNN processing. Figure 16 illustrates the 

reduction in power consumption of the 

processing system unit. We achieved a 

power efficiency of 43.9 GOPs/W, which 

is 1.37 times higher than other FPGA 

board implementations. Additionally, 

hardware resource utilization in DSPs was 

increased by 2.2 times compared to the 

results from [24]. 
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c. Power Consumption Results 

Our optimization reduces dynamic power 

consumption by 16%. Additionally, the 

total on-chip power consumption is 

decreased by 20%. Activating the global 

buffer, along with the unused global clock 

buffer and the second global clock 

resource, helps improve the design's 

performance. This approach also addresses 

high fan-out signals, ensuring the device 

functions optimally. In the pipeline logic, 

inserting an intermediate flip-flop (FF) can 

enhance the device's speed.  

Table1.Comparison result of FPGA 
implementation 
      

      

 
  

          

     

        

  

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

     

      

  

 

 

 

   

 

  

 

 

 

 

 

 

   

However, excessive use of flip-flops 

increases computational complexity. Our 

low-power techniques outperform FFs in 

terms of performance. 

VII. CONCLUSION  

In this paper, the proposed highly 

reconfigurable FPGA hardware accelerator 

demonstrates improved performance in 

terms of processing speed and power 

consumption during the inference of 

various CNN models. The hardware 

optimization focuses on two main goals: 

enhancing throughput and reducing power 

consumption. To improve performance, a 

minimized data transfer strategy was 

implemented by assigning the maximum 

possible buffer sizes during computations 

and applying a controlled pipeline design 

to reduce data access. 

To achieve energy-efficient results for 

CNN-based object detection, we not only 

controlled data access to minimize 

memory usage, but also introduced low-

power techniques at the register-transfer 

level (RTL). These techniques include 

reconfigured Multiply-Accumulate (MAC) 

units, advanced clock gating applied to 

adders, register Z with bus-specific clocks, 

and OR-based MAC architecture. 

The proposed hardware accelerator for 

ResNet-20 was implemented on the 

PYNQ-Z1 mobile FPGA-SoC, and power 

consumption was measured during 
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inference operations. The results showed a 

15% improvement in throughput compared 

to the baseline RTL code, a 16% reduction 

in power consumption, and a 58% increase 

in hardware utilization. The object 

detection processing speed reached 9.17 

FPS, demonstrating the feasibility of real-

time processing on mobile FPGA devices. 
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