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ABSTRACT: A number of pressing issues, including increasing waste generation pollution, high health 
care costs and rising energy consumption have given rise to smart cities as solutions to stop the 
overwhelming urbanization process. For an effective and sustainable smart city environment, this study 
suggests effective and superior cloud-based machine learning solutions. Several issues that directly affect 
garbage increase and inappropriate waste disposal have been examined in this study. In the recent 
studies, an Internet of Things-based technology used to monitor a waste collection system in real-time, 
but it can't stop overspill and foul-smelling release gases from spreading. This study introduces an 
Internet of Things (IoT) smart bin that uses a machine learning and deep learning model to forecast the 
air pollutants existing in the bin environment and control garbage disposal. In order to forecast air 
quality based on real-time data and predict the bin's status, the smart bin is connected to  a cloud server. 
We tested a non-traditional (long short term memory (LSTM) network-based deep learning) and 
traditional (k-nearest neighbors algorithm (k-NN) and logistic reg) model for generating alert messages 
about bin status and predicting the concentration of air pollutant carbon monoxide(CO) in the air at a 
given time. The system monitored garbage levels in real time and sent messages via the alert mechanism. 
The proposed works improve accuracy by applying machine learning over existing methods based on 
simple methodologies. 

KEYWORDS: Smart City, AQI, Machine Learning, Regression, LSTM, Deep Leaning, IOT, Waste 
Management. 

I. INTRODUCTION 

Over the last two decades, we have seen a remarkable increase in urbanization, with rural 
areas gradually being abandoned in favor of cities, which can provide several options in terms of 
education, employment, social life and overall quality of life. According to previous research, 
urbanization is a continuously rising phenomena that is anticipated to accelerate, with 70% of the 
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people living in cities. This phenomenon has two main effects: on the one hand, it raises the 
city's cultural level and improves its economic circumstances; on the other hand, the city's 
population density leads to a number of organizational, social, technical, and economic issues 
that threaten the city's ability to remain economically and environmentally sustainable. 
Urbanization leads to increased traffic, pollution, gas emissions, waste and social inequality, all 
of which have detrimental effects on people and the environment. As a result, energy 
consumption and pollution levels rise, urban waste volume rises, inadequate infrastructure is 
reduced, social cohesion declines, and more[01]. 

Air Pollution in many cities, particularly smart cities, air pollution is a serious issue. Even while 
smart cities employ technology to efficiently manage resources and infrastructure, controlling air 
pollution remains a challenge. There are several methods that smart cities can address air 
pollution[1].One approach is to measure the quality of the air and identify the sources of 
pollution by processing the data from sensors. This information can be used to create programs 
and regulations that will reduce pollution. Controlling air pollution in smart urban areas requires 
a mix of innovations in technology, regulations and public awareness.[2].The technical solutions 
that can be used to measure air quality in smart cities are the main topic of this study. The model 
should be built with a reduced processing time because the data is time-based. We are therefore 
making use of a cloud platform. 

II. MOTIVATION AND BACK GROUND 

The main root cause of air pollution is the combustion of waste which produces poisonous 
and dangerous pollutants such as carbon monoxide (CO), particulates of matter (PM), sulfur 
dioxide (SO2), nitrogen dioxide (NO2), and ozone (O3)[38].One of the main air pollutants 
produced by burning waste and plastic is PM2.5 or airborne particulate matter with a diameter of 
less than 2.5 micrometers[39].Global warming, the greenhouse system and the environment are 
all severely impacted by air pollutants. They may cause psychological and health issues with 
breathing [9].When the concentration of PM in the air changes, researchers also looked at the 
long-term impacts on human health; the study came to the conclusion that PM has an impact on 
both time and quantity dependent results[37].                      
 
The various complex metallic and nonmetallic components that make up garbage cause to 
environmental instability and inappropriate collection of waste can endanger the health of living 
things. Waste policies are necessary in developing and underdeveloped nations, according to a 
new study. Rapid population growth has led to an increase in waste which has had detrimental 
consequences on the ecosystem. Developed countries can handle and manage waste, but less 
developed countries are unable to do. Unsystematic waste management and disposal are major 
contributors to the deteriorating of the environment's aesthetics. The main source of pollution in 
the environment is the excessive gathering of waste[40].Smart cities under development 
frequently exhibit irregularities in the disposal of garbage in dustbins placed in various regions, 
requiring extra human labor, financial resources and time[41].  
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Existing research suggests that the old waste management system should be replaced by an IoT-
based solution. IoT-based technologies use RFID tags, sensors, and Long Range (LoRa) 
technology to collect waste in real time with minimal human intervention[43,44].The data 
gathered using IoT-based technologies provide real-time tracking of waste management 
authorities and air pollutants using integrated systems which include radio-frequency 
identification (RFID),global positioning system(GPS),general packet radio services (GPRS), 
geographic information system (GIS), and web cameras. The majority of traditional systems 
focus on waste monitoring and tracking as well as air quality monitoring[45,46].The 
comprehensive research is carried out for a suitable system for tracking and also predicting the 
presence of harmful air pollutants in waste is essential for maintaining the cleanliness of the 
environment. In order to prevent adverse impacts on the health of residents of smart cities like 
Bhubaneswar, our designed system incorporates both waste management and monitoring as well 
as air pollution predictions and monitoring.  
 

In order to manage smart waste management systems, we carried out an innovative initiative 
using machine learning and an Internet of Things-based system. Our method demonstrated better 
accuracy than conventional waste management systems. The approach suggested also provides 
adequate details to monitor environmental air quality analysis. The proposed system can provide 
precise, real-time waste level monitoring, as well as notifications to the city's waste management 
via an alarm mechanism. It addresses the management of polluted waste in smart cities with 
under optimized waste disposal systems. It offers real time environmental monitoring of various 
harmful gas concentrations. Mechanisms for monitoring air quality enable users to predict the 
next concentration in the air and take prompt corrective action. 

Research Questionnaires: 
 

This study addresses the following research questions: 

RQ-1: What are the methods and approaches made use of to monitor and manage waste in 
smart cities? 
RQ-2: How can the percentage of air pollutants surrounding a smart-bin predicted and 
monitored?  
 
(A) Air Quality Index Calculation: 

In some countries, the air pollution index (API) is used interchangeably with the air quality 
index (AQI).The number of pollutants depends on the area or location for which the air quality 
index is calculated. Nitric oxide, particulate matter, ammonia, benzene, nitrogen dioxide, 
toluene, sulfur dioxide, xylene, hydrogen, and carbon monoxide are some of the most frequent 
pollutants found in our atmosphere[3].The air quality index is calculated using the method below 
based on the concentration of contaminants. The final AQI is calculated using the highest AQI 
value among all contaminants[4].Our regression model uses this generated value as its target 
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feature. The AQI has no specific upper limit; nevertheless, it can be classified, which differs by 
country.Table:1 shows the AQI category for India, along with an AQI range column[5]. 

 

The AQI range is the target variable of the classification model, represented in our datasets by 
the AQI bucket. 

Table.1: AQI category for India 

 

(B) Machine Learning: 
In machine learning, approaches are used to train machines to detect patterns and 

relationships in datasets. Machines generate predictions based on these patterns. We use both 
supervised and unsupervised machine learning models[6].If there are no labels for the data, 
unsupervised machine learning is used to process raw data. For labeled data, supervised models 
are preferable. There are two main subcategories of supervised machine learning: classification 
and regression[7].  
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While classification generates an output with defined labels, a value that belongs to a preset 
category regression generates a continuous numerical result. A general machine learning model 
is shown in Figure: 1.The model describes the operation of general machine learning models. We 
can observe what steps are involved to make predictions from the input data[8].The figure also 
includes a list of alternative algorithms, as well as the evaluation criteria required to test these 
models. The diagram also shows the best division of the data frame into testing and training 
sets[8].In our research, we employ all of these procedures to produce predictions which has been 
described in detail. 

 

  

Figure 1: Machine Learning Model 

(i). Regression: "Regression" is the process of determining the relationship between a specific 
dependent parameter and a large number of independent parameters. To put it merely, this 
implies fitting a function from a given set of tasks to the input data that was collected under an 
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error function[9].The most widely used regression methods include random forest, lasso 
regression, decision tree regressor, support vector regressor and linear regression. Since the 
target variable (Air Quality Index) is a continuous numeric value, regression would be 
appropriate for this research [10].Apparently linear regression and lasso regression are being 
used here. 

(ii). Lasso Regression: Least Absolute Selection Shrinkage Operator is referred to as LASSO. 
Generally speaking, shrinkage is defined as a restriction on characteristics or variables. In order 
for the regression coefficients for specific characteristics to decrease until they equal zero, this 
technique determines and implements a constraint on the model parameters. Features like a 
regression coefficient of zero are not included in the model. Because of this, lasso regression 
modeling is basically a feature-choosing and shrinking technique that helps determine the key 
predictors. It will only select one characteristic from a set of linked features, and that attribute 
may be highly biased, even while it avoids over-fitting. 

 (iii). Linear Regression: Using a variety of independent factors, this regression technique 
predicts a dependent variable as part of supervised machine learning[11].Compared to alternative 
regression techniques, it is easier to implement. The sub-indices of the pollutants nitric oxide, 
particulate matter, ammonia, nitrogen dioxide, toluene, xylene, sulfur dioxide, nitric oxide, 
benzene, and carbon monoxide are the independent characteristics used to predict air quality. 
The dependent attribute in this case is the air quality index (AQI).This regression model offers a 
linear relationship between the dependent parameter, denoted as y and several independent 
parameters, denoted as series of x, as shown in figure.2. 

 

Figure 2.Linear Regression 

(C)  Classification:  

Based on training data, the classification approach is a supervised machine learning technique 
used to identify the class of novel findings. Before classifying fresh findings into a variety of 
clusters or categories, such zero or one and yes or no, a software program first learns from the 
original datasets or observations[12]. 
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Labels, objectives, and groups are other names for categories. Unlike regression, classification 
uses the name of a category as the target parameter instead of a value. Since the classification 
method is a supervised learning process, it requires labeled input data, which suggests that it 
incorporates input with acceptable output[13].These methods are mostly used to forecast the 
result for categorical variables, and the main goal of the classification algorithm is to determine 
the class of the original data. The following figure.3 provides a clear explanation of classification 
strategies. Class- A and Class- B are the two groups shown in the diagram. These groups share 
characteristics with each other, but not with other groups. Classification can be further divided 
into two: binary and multi-class [14].Unlike binary classification, which only predicts yes or no,0 
or 1,multi-class classification involves the algorithm predicting several different categories. We 
are using random forest methods and a support vector machine in this study. 

 

Figure 3: Classification Model 

(i). Support vector machine: The main goal of this method is to find a hyper-plane with n 
dimensions that clearly labels the data items (where n is the entire range of parameters).To 
separate the two sets of data elements, many feasible planes could be used. Our goal is the plane 
with the largest margin, or the greatest distance between the points in both classes[14].The 
margin distance should be maximized to improve the classification accuracy of future data 
points. Hyper planes act as decision boundaries for the data point classification process. 
Different categories can be applied to data points on either end of the plane. Furthermore, the 
number of features determines the hyper-plane's size. The hyper-plane is reduced to a line when 
the number of input parameters is two. The hyper-plane transforms into a two-dimensional plane 
when the number of input parameters is raised to three. It is challenging to envision a hyper-
plane when there are more than three features. Support vectors are data points that are either near 
or immediately distant from the hyper plane. The classifier's margin is increased by employing 
these support vectors, which have an effect on the plane's position and orientation. The plane will 
reorient when the support vectors are removed[14].  

(ii). Random Forest: A "random forest" is a collection of various smaller decision trees that 
cooperate to accomplish tasks. One of this algorithm's most important characteristics is its ability 
to handle input data that contains either continuous variables for regression or categorical 
variables for classification [15].Classification problem yield useful results. Before attempting to 
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discover how the random forest method works, it is vital to comprehend the ensemble technique. 
An ensemble is a collection of different models. We have boosting and bagging in ensemble. 
Random forest operates on the bagging principle, as illustrated in Figure.4.According to this 
principle, the final output is determined by voting and various subsets are created from the 
original training set as the replacement [15].As a result, a collection of models is utilized to 
generate predictions rather than just one. 

 

 

Figure .4: Bagging Principle 

In the random forest, each tree offers a category prediction. The model's real forecast is 
the category that receives the most votes. The models' poor correlation is the key component. In 
the same way that assets with weak correlations might combine to form a collection that is larger 
than the sum of its parts, uncorrelated models can produce ensemble forecasts that are more 
accurate than any one of the individual projections. This striking appearance is the result of the 
trees shielding one another from their individual errors[15]. 
 
(D) Cloud Computing: "Cloud computing" refers to the idea of providing ubiquitous, easily 
accessible, on-demand system access to a dispersed pool of adaptable computer resources. With 
significantly less engagement from service operators or organizational operations, it enables the 
quick deployment and release of these resources [17].When technology migrates from personal 
desktop computers, single server applications, or personal data centers to a cloud of computers, a 
shift in the computing architecture takes place. Clients are only concerned with the computing 
function they are requesting because the basic workings of how computing is done in the cloud 
are hidden.Figure.5 provides a description of cloud computing including the computational 
functions that the cloud provides. 

Serverless, infrastructure as a service (IaaS),software as a service (SaaS), and platform as a 
service (PaaS) comprise the four main categories into which the majority of cloud-based 
computing services fall. Because they are piled on top of one another, they are commonly 
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referred to as the cloud computing stack. Knowing what these categories are and how they vary 
from one another makes it easier to accomplish the goals of the business[17]. 

 

Figure.5: Cloud Computing Services 

(E)  Machine Learning and Smart City Applications: In most recent studies, air pollution in 
smart cities was predicted using machine learning. The most widely used machine learning 
techniques are regression and deep learning models, while some research additionally use the 
support vector machine approach because these models outperform the others[18].IOT when 
used with artificial intelligence and machine learning can enhance a city's operations[32]. The 
primary focus is on improving the urban infrastructure in order to raise living standards. As seen 
in Figure.6, it highlights the importance of machine learning in domains in the context of smart 
cities utility  services and technological solutions. 

The importance of machine learning (ML) in a number of essential enabling technologies, 
including intelligent transportation, smart metering, logistics management, and healthcare, smart 
waste-management, smart-tracking, monitoring and forecasting systems and many more 
applications. Furthermore, this study assesses various data incursions for smart cities and lists the 
main factors influencing the evolution of smart city concepts[21].  

Deep learning is a more general family of machine learning techniques based on artificial neural 
networks and representation learning [22].Deep learning combines several layers to gradually 
extract extremely complex features from the raw input data. Each level in deep learning acquires 
the ability to transform its input data into a little more abstract composite form [23].The learning 
process itself might decide how best to arrange the elements at various stages. By applying 
machine learning approaches to solve significant problems, DL has been making significant 
strides in the field of artificial intelligence for many years [24]. 

Neural systems utilized in machine learning are called artificial neural networks 
(ANNs).Neurons in artificial neural networks (ANNs) are activated by connections that are 
weighted according to previous activation [25].DL uses the Deep Neural Network (DNN) 
architecture to process signals and data more efficiently. It uses hidden layers positioned between 
the input and output layers to determine weighted layers from the input layer to the output layer. 
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Figure 6: Machine learning based solutions for Smart City 

(i) Regression model:  Regression is one of the most well-known machine learning methods for 
forecasting air pollution. This is due to the continuous nature of the variable that needs to be 
anticipated. Four different advanced regression techniques Gradient Boosting, Random Forest, 
Decision[26].The four-layer architecture of data gathering, transmission, administration, and 
application has been proposed for pollution level prediction. 

The results showed that the calculation time was significantly less than that of multi-layer feed-
forward neural networks and gradient boosting approaches. Even while other machine learning 
algorithms are also more effective in predicting air quality, this study is restricted to regression 
techniques. By contrasting multi-layer convolution and random forest techniques on  air 
pollution dataset, the study in[27] overcomes constraint. The hourly AQI values of pollution 
levels of different gas elements may be predicted by researchers with a reasonable degree of 
accuracy. The methodology is not succinctly explained in this study, despite the good findings 
obtained. In the future, the authors intend to improve their work by fine-tuning the SVR settings. 
Other methods for parameter optimization including particle swarm optimization or genetic 
algorithms would be interesting to investigate because the performance of the SVR model is 
greatly influenced by the selection of the kernel function and penalty parameter C[27]. 

(ii) Classification Model: The use of categorization techniques to forecast air quality in smart 
cities has received relatively little attention. A popular method in research involving 
classification models is support vector machines. The authors of the study used support vector 
machines and neural networks to predict the air quality index. Different kernel functions may be 
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used for different decision functions, and more complex plane types can be produced by mixing 
many kernel functions. The kernel function can be used to apply two vectors, and each point can 
be mapped into a high-dimensional space via a transformation[29].The F1 score, accuracy, 
recall, and precision are the main metrics used to evaluate a classification model. Accuracy is 
defined as the proportion of correct predictions for the test data. By dividing the number of 
accurate forecasts by the total number of forecasts, it is easy to compute. There is no information 
on false positives or false negatives in the accuracy measure. Consequently, a substantial amount 
of data is lost, some of which may be used to assess and enhance our model. space in 
dimensions[29].  
 
Confusion Matrix:- Essentially a N x N matrix, where N is the number of labels, this matrix 
assesses how well a categorization model works. Whereas each column in a confusion matrix 
represents an expected category, each row represents a genuine category. We may quickly 
generate this matrix using the SkLearn library's confusion matrix() method. The following 
figure.7 shows a confusion matrix[29]. 
 

 

Figure 7: Confusion Matrix 

According to the confusion matrix above:  
• A true positive (TP) indicates that the predicted and actual numbers are accurate.  
• A false positive (FP) indicates an error because the true value must be false while the 

anticipated value is true.  
• The term "true negative" (TN) indicates that both the predicted and true values are false.  

• When the projected value is false, a false negative (FN) indicates that the real value must be 
true.  

 
Precision- The ratio between the real positive value of the technique and its total true positive 
value is known as precision. Using the precision score() function from the SkLearn package, 
precision may be easily calculated. The fact that a model can only produce one true positive 
prediction while reporting the others as negative means that precision is insufficient. Therefore, 
1/(1 + 0) = 1 would be the precision. Precision must be used in conjunction with another metric 
called "recall." 
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Recall-We can use this metric the ratio of the number of true positives to the total number of 
positives. Recall is sometimes known as "true positive rate" or "sensitivity." The SkLearn 
library's recall score() function makes recall computation easy. 

  

F1 Score- The recall precision meter, also referred to as the F1 score, is another classification 
metric that integrates recall and accuracy. It is the recall and precision harmonic average. Only 
when precision and recall are both strong can the F1 score be excellent because the harmonic 
average is far more susceptible to low values. The F1 score can be easily calculated using the 
SkLearn library's F1 score() function. 

  

Where, P = Precision. R = Recall. 

(F) Deep Learning Approaches: An Internet of Things (IoT)-based system for predicting and 
for assessing air quality. It uses a machine learning technique called a recurrent neural network 
(RNN) to monitor pollution. In order to anticipate pollution levels, a recurrent neural network is 
used to continuously monitor the components online. Each sensor data is sent to a cloud server.  

This study uses a DHT11 sensor(as depicted in figure.10 and 11) to continuously gather digital 
temperature and humidity data. The system uses air detectors to gather this data, which is 
subsequently sent to a microcontroller. After gathering the data, the microcontroller uploads it to 
a web service. When it comes to estimating, the Long Short-Term Memory (LSTM) approach is 
unstable. Rapid convergence and high accuracy training time reduction are made possible by 
it[31].However, disappearing and shattering variations are prevalent in RNNs which leads to the 
training model either stabilizing or abruptly stopping. While Bi-LSTM can make the most of 
future knowledge, regular LSTM and RNN often ignore it when processing time. The 
effectiveness and comparability of the results form the basis of the main findings of this study: 
the model uses CNN and LSTM, which have high precision and stability, to efficiently identify 
the spatial and temporal aspects of the data[33].In smart cities, this technology could enhance the 
estimation of air pollution[29]. 
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(G)  Cloud Enabled AI Approaches: This study detailed a cloud-enabled method for measuring 
vehicle flow-related pollutants, and the results were analyzed by summing the emissions from 
every single vehicle. By examining the raw CCTV footage of the location and the recurrent data 
collected by the sensor units positioned strategically across the region, the variations in the 
emission lines are found. This proposed work has taken into consideration the pollution issue in 
the Bhubaneswar Municipal Corporation (BMC) Smart City zone[35]. 

III.  RELATED WORK 

(A) Data collection and Evaluation: 
 

While creating this system, one of the main challenges we encountered was the need for a 
common database that contained garbage statistics. In order to target smart garbage collection 
and smart air monitoring, our application did not have access to any real-world datasets. There is 
currently only one dataset on air quality that shows the concentration of various pollutants in the 
air [51].The collection includes records for the concentrations of several gases found in a 
contaminated environment. Several different types of sensors were used to get this data in the 
contaminated environment.  
We developed a smart bin with an air monitoring module, weight, odor and distance sensors. 
Several distinct smart bin locations were set up in various zones in the smart city. The 
garbage(waste) was weighed and its level was assessed using weight and distance sensors, 
respectively. Garbage odor was detected using odor sensors[51].Unlike other we used a 
TGS2600 sensor in order to  detect hydrogen, ethanol, and CO levels in the air. The TGS 2600 
has high sensitivity to low concentrations of gaseous air contaminants such as hydrogen and 
carbon monoxide which exist in cigarette smoke. The sensor can detect hydrogen at a level of 
several ppm. Due to miniaturization of the sensing chip, TGS 2600 requires a heater current of 
only 42mA [51]. 
         `    
  1  

  

Figure.8:TGS2600 sensor Figure.9: Main PCB board fitted with all gas sensor modules. 
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At the side of the smart bin was a TGS2600 sensor.CO has a little lower density than air at room 
temperature. The air and CO concentrations differ slightly. The type of trash in the bin may 
contribute to the elevated CO concentration, but other external factors, such as incomplete 
burning of carbon-containing fuels like coal, oil, charcoal, wood, kerosene, natural gas, and 
propane, may also play a role. Installing a sensor inside the smart  bin will only provide the CO 
level inside the bin, not the surroundings around the smart  bin. After taking these issues into 
account, we positioned the TGS2600 sensor outside the bin in order for it to monitor the amount 
of CO in the surrounding air and identify any gas leaks that may occur inside the bin[51]. 
  

                             

Figure.10:DHT11 sensor                         Figure.11: DHT11 sensor Measuring 
Temperature and Humidity. 

 
Incomplete combustion processes or other chemical wastes found in smart bin  produce CO. 
[51].Either AWS cloud server or Google Cloud Server (GCP)  can be preferred to use as data 
storage to store the sensor data depending upon the requirement and scalability of data fetched 
through the sensors. Air quality, odor sensor, waste level, and garbage weight data were kept 
individually for every waste bin. For every waste bin, the actual hourly averaged concentration 
measurements of the gas were stored separately. The dataset included the smart bins' readings 
during a six-month period.In order to do various analyses, this dataset was subsequently 
downloaded from the web server[17]. 
 

Table.2: lists the key features considered in the model, along with their descriptions. 

 

FEATURES DESCRIPTION 

LOCATION 
AREA 

BMC Zones 

AQI Air quality index 

PM2.5 Particulate matter 2.5-micrometer in ug / m3 

PM10 Particulate matter 10-micrometer in ug / m3 

NO Nitric oxide in ug / m3 

Benzene Benzene in ug / m3 

CO Carbon monoxide in mg / m3 

Toluene Toluene in ug / m3 

NOx Nitric x-oxide in ppb 
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Xylene Xylene in ug / m3 

SO2 Sulphur dioxide in ug / m3 

NH3 Ammonia in ug / m3 

Ethanol Ethanol in ug / m3 

Hydrogen Hydrogen  in ug / m3 
 
 
 
 

(B) Periodic monitoring of Air Pollutant in Waste: 
 
One of the primary objectives of our proposed approach is to monitor and forecast air 

pollution. We employed deep learning techniques to accurately predict future concentrations of a 
certain gas in the atmosphere in order to accomplish this goal. The LSTM model was used to 
forecast, and a comparison with a invariant model which was regarded as the basis model was 
also conducted. The dataset included the various gases' hourly concentrations. A window of size 
120 (24 × 5) was created using several days' worth of gas level observations in order to train the 
model[59].The dataset was standardized by calculating the means and standard deviation. We 
used a baseline model prior to training the model. The baseline approach took into account the 
entire history for a given input point and forecasted that the next point would be the average of 
the previous observations. The following figure.12 displays the system's forecast, with the actual 
data received at that specific time slot representing the true future, the green circle representing 
the model prediction, and the blue line representing the preceding instant[59].                                  
 
The prediction of the baseline model was unreliable since it only used averaging techniques. An 
RNN is used to improve future instance value forecasting. One type of neural network that works 
well with time series data is an RNN. The intrinsic information in cells that are passed on to the 
following cells is maintained by processing a time series step by step. A unique kind of RNN-
based LSTM model was trained to estimate the gas concentration throughout the course of the 
next hour. In the figure.13,the outcomes of the model's forecast are displayed. The expected 
value, which represents the gas concentration at the moment is shown for Time Slot 0[59]. 
 
The graph clearly shows that there was a small discrepancy between the projected and actual 
numbers. By merely using the averaging approaches, the baseline model was unable to manage 
any changes in subsequent cases. The input-output gate structure and memory cell were features 
of the LSTM model. Information was recorded in the memory cell and its ability to flow into or 
out of the memory cell was assessed by the input-output gate. It outperformed the baseline model 
in predicting future occurrences as a result of these features[59].                         
 
Future event forecasting can also be accomplished by adjusting the LSTM model's configuration 
to provide more accurate predictions in the future. In order to train it for the prediction of gas 
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levels in the upcoming 12-hour time intervals, the LSTM model configurations were modified. 
In order to forecast the next gas concentration level in the upcoming 12 hours, the model was 
trained using several days' worth of hourly data[59].The model's output is displayed in 
Figure.14.Since the model prediction deviated more from instance zero, it predicted the gas 
level's future value. When the LSTM model was trained on a larger dataset, the anticipated future 
and true future overlapped on the graph, indicating an improvement in prediction 
accuracy[59].The baseline, simple LSTM and improved LSTM models were tested on offline 
and real-time datasets to determine their accuracy[59].The following figure.15 displays the 
accuracy of these three methods. When tested in real-time circumstances, it was shown that the 
Modified LSTM model could attain an accuracy of approximately 90%.The graph indicates that 
in real-time circumstances, a basic baseline model obtains an accuracy of about 80%.The 
concentration of gases and other outside variables affect the system's accuracy. The CO 
concentration using the baseline model is displayed in the following figure.12.The CO 
concentration forecast for the next 1 and 12 hours is displayed in figures 13.and 14 as follows. 
 

  
Figure 12: Prediction performed by univariant model Figure 13: Long short term memory 

(LSTM)-  based forecasting of 1 h.  

 

  

Figure 14:LSTM forecasting for 12 h.                 Figure 15: Offline vs. online accuracy of 
forecasting. 
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(C) Obtaining Results Using Cloud Platform: 

  Results show that the cloud platform helps reduce the execution time for all four models, 
and the time required for data pre-processing can also be reduced. The execution times using 
personal computer Jupyter Notebook and SageMaker's Jupyter Notebook are given in 
Table.3.The aforementioned models are deployed on the cloud platform using AmazonSage 
Maker service. The Amazon SageMaker provides a Jupyter Notebook where we can execute the 
same Python code[49].Because of its tremendous scalability, Amazon SageMaker can effectively 
handle big datasets and modeling approaches. Large volumes of data can be processed more 
effectively as a result, significantly cutting down on processing time. Amazon SageMaker 
provides high-performance computer instances for machine learning tasks. These examples have 
strong CPUs and GPUs that can significantly accelerate machine learning model implementation, 
leading to quick predictions[49]. 
 

Table.3:ExecutionTimes. 
 

 
Execution time in sec Personal 

Computer 
Amazon SageMaker 

Linear Regression 0.0876 0.0300 

Lasso Regression 0.0648 0.0227 

Regression with EDA 15.9757 5.6913 

Random Forest 2.0583 1.7559 

Support Vector Machine 22.3401 17.8312 

Classification with EDA 33.6758 21.3630 

 
By utilizing Amazon SageMaker batch transform to execute inference on huge datasets in 
parallel, prediction time can be greatly reduced. When evaluating air quality in smart cities, 
where a vast amount of data needs to be evaluated, this approach is particularly helpful. All 
things considered, Amazon SageMaker offers several features and capabilities that can speed up 
the process of measuring air quality in smart cities. We can swiftly and affordably generate 
accurate air quality forecasts by employing these capabilities[49].     
 
The following figure.16 displays a graph that plots each model's execution times in seconds. The 
machine learning models are shown on the x-axis, while the time in seconds is shown on the y-
axis. The pink line indicates execution in Amazon SageMaker, whereas the blue line depicts 
execution on the desktop. The main conclusion of this paper is that adopting a cloud platform 
results in shorter execution times[51].Air quality data is a time series, meaning the values 
change hourly. A reduced runtime will be beneficial for this type of data. It is also 
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challenging to manage the time series data collected from smart cities because smart cities 
generate numerous data that require processing time. Cloud computing plays a significant 
role in situations like this, as it shortens the run time and aids in storing the vast amounts of 
data acquired[51].When it comes to simultaneously monitoring and managing waste and air 
quality, the conventional waste disposal system is inefficient. This study addressed the 
aforementioned issues by anticipating the concentration of harmful gases in the air and assessing 
a bin's condition using a machine learning technique[51]. 

 

 
Figure.16: Execution Time in seconds. 

 
Finally, we have received the responses to the research questions as follows: 
 

RQ-1: What are the methods and approaches made use of to monitor and manage waste in smart 
cities? 

Monitoring and managing waste and predicting the levels of air pollutants (CO) in in-
surrounding environments were the goals of this study. In this study, we  have examined the 
challenges with current systems as well as the drawbacks of conventional waste collecting 
methods. There have been very few attempts to suggest a way to manage waste and 
simultaneously monitor waste and harmful gases in real time within the current state-of-the-art 
methodologies[51].Various methods have been used to detect air pollution. Techniques based on 
images and sensors have been employed for monitoring the air quality. We determined our 
problem statement from the literature review: There isn't yet a system that manages waste and 
analyzes the impact of toxic air pollutants in the bin environment using machine learning 
techniques. 
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 RQ-2: How can the percentage of air pollutants surrounding a smart-bin predicted and 
monitored?  

In order to monitor the air pollutant in the bin-surrounding environment, an LSTM model 
that predicted the amount of CO in the air was used. A TGS2600 sensor that detected the CO 
levels at the current moment was used to collect the data[49].In order to estimate the next 
instance value, we first used a baseline model that took into account the previous  occurrences. 
Then, we used averaging techniques. Although the baseline model's efficiency appeared to be 
good, it wasn't always dependable in real-time situations.[59].An LSTM model based on deep 
learning was employed to increase the system's accuracy. In order to forecast the CO 
concentration during the following 12 hours, the LSTM model was adjusted to be trained on the 
values from the previous days. Both the offline and online modes were used to assess the trained 
model's accuracy. The system's overall accuracy shows in forecasting the concentration over the 
following 12 hours observation was higher than in the offline mode. 

 
IV.  CONCLUSION 

  
  The overall objective of smart cities is to enhance our quality of life and provide 
solutions for a variety of issues. For instance, traffic congestion, pollution, high health care costs, 
and rising energy consumption are just a few of the pressing problems that smart cities are 
attempting to address in order to stop the overwhelming urbanization process. Because of the 
population's rapid growth, we have witnessed a surge in waste piles over the past few 
decades[49].     
                                             
A system that forecasts air pollutants and monitors and manages waste is required to raise 
people's standard of life and prevent future adverse incidents. In order to determine the benefits 
and drawbacks of current treatments, a thorough literature analysis was conducted. The proposed 
work recognized and resolved the limitations of the traditional system. In order to find the best 
model for categorizing bin status as filled, half-filled and un-filled, a thorough evaluation of 
machine learning classifiers on real-time garbage datasets was conducted. Recall values in a real-
time testing environment have been 78% and 82% for the logistic regression and KNN models, 
respectively. The level of air pollutants at a specific time slot was predicted using an LSTM-
based model that took into account the prior entries in sensor time-series data. Approximately 
90% and 89% accuracy values respectively were demonstrated by the modified LSTM and 
simple LSTM models in forecasting the future concentration of gases in the atmosphere[59].The 
system offered notifications through an alert mechanism in addition to real-time waste level 
monitoring.         
 
The cloud database received information from an odor sensor, weight sensor, distance sensor, 
and air monitor. The cloud server used the previously trained model to extract the different 
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features and label a certain bin. The system's ambiguity was double checked using posterior and 
prior probability. Comparing the suggested work to existing solutions based on straightforward 
methods, it was discovered that the use of machine learning improved accuracy[59]. 
 
Deploying our system in more number of locations and then collecting data for an extended 
length of time duration is one of the next phases. Because of the bin's fixed size, the machine 
learning model can currently classify bin state with ease. Deep learning techniques may be 
applied in the future to bin status classification[59].At the moment, the technology is able to 
forecast a particular amount of CO concentration. Future research can examine the connections 
between various air pollutants and construct a mathematical model that takes into account how 
changes in a single element affect the various air pollutants present in the atmosphere. These 
results also demonstrate that run-time is decreased when models are run on Amazon SageMaker 
instead of a desktop computer. 
 
Accuracy is also preserved while execution time is decreased. Large datasets can be processed 
more quickly than with personal computers thanks to AmazonSageMaker's distributed 
computing design, which consists of numerous compute instances working together in a 
distributed fashion. For instance, use Amazon SageMaker,a cloud-based solution that can 
dynamically scale the computing resources used according on the size of the dataset to increase 
performance and reduce execution times[49]. 
 
At the length, it can be concluded that, even though machine learning has pre-defined algorithms 
and built-in tools, it may offer an effective and adaptable way to quickly alter the framework to 
suit their unique needs. Additionally, choosing the type of instance and creating unique training 
algorithms are simple tasks. By adopting dispersed cloud-based infrastructure for a secure and 
sustainable smart city environment, we can reduce execution time and enhance quality. 
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