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ABSTRACT  
Network-on-Chip (NoC) is a new approach for designing the communication subsystem among IP cores in a System-on-

Chip (SoC). NoC applies networking theory and related methods to on-chip communication and brings out notable improvements 

over conventional bus and crossbar interconnections. NoC offers a great improvement over the issues like scalability, 

productivity, power efficiency and signal integrity challenges of complex SoC design. In a NoC, the communication among 

different nodes is achieved by routing packets through a pre-designed network according to different routing algorithms. 

Therefore, architecture and related routing algorithm plays an important role to the improvement of overall performance of a 

NoC. The technique one which is used presently in node is priority based technique packet routing which leads the packet 

stacking which intern leads to performance degradation. In this paper, proposes a modified random Arbiter combined with 

deterministic XY routing algorithm to be used on router of NoC. In this method router contains random arbiter along with priority 

encoder which results into fast way to transfer packet via a specific path between the nodes of the network without stacking. This 

in turn optimizes the packet storage area and avoids collision because node arbiter will service the packets randomly without any 

priority. In addition to that this method will ensure a packet always reaches the destination through the possible shortest path 

without deadlock and livelock. Xilinx 14.7 is used to design the 4x4 NoC router and synthesized using Modelsim 6.3. This 

architecture is implemented on FPGA kit to study the performance evaluation and area optimization. 

 
Keywords: Arbiter, NoC, SoC, Deterministic Routing, round robin Arbiter 

 

I. INTRODUCTION  

As the technology is improving the number of 

Intellectual Property (IP) modules in Systems-on-Chip (SoCs) 

increases, bus-based interconnection architectures may 

prevent these systems to meet the performance required by 

many applications. For systems with intensive parallel 

communication requirements buses may not provide the 

required bandwidth, latency, and power consumption. A 

solution for such a communication bottleneck is the use of an 

embedded switching network, called Network-on-Chip (NoC), 

to interconnect the IP modules in SoCs. 

A network-on-chip is composed of three main 

building blocks. The first and most important one is the links 

that physically connect the nodes and actually implement the 

communication. The second block is the router, which 

implements the communication protocol (the decentralized 

logic behind the communication protocol). The router 

basically receives packets from the shared links and, according 

to the address informed in each packet, it forwards the packet 

to the core attached to it or to another shared link. The last 

building block is the network adapter (NA) or network 

interface (NI). This block makes the logic connection between 

the IP cores and the network, since each IP may have a distinct 

interface protocol with respect to the network.   

The NoC uses the different routing algorithms and 

flow control technique to overcome the networking problem 

faced in previous on chip network architecture. Such problems 

render the chance for doing on chip network performance 

optimization due to the more packets on the network traffic 

merge is also one of the challenges.  

The NoC router provides high speed and cost 

effective network. If more number of packets comes from 

different inputs and they are competing for same output at that 

instant dead lock and live lock situations arises. Such  

 

situations can be overcome with the help of intelligent arbiter 

of the router. This plays an important role to improve the 

performance of NoC.  

NoC architecture is more preferable because of its 

performance, reusability and scalability than traditional bus 

based SoC. Packet congestion [3] on the network can be 

solved by proper design of arbiter on the NoC. Arbiter will 

generates the grants without any deadlock and live lock with a 

high priority. For the same reason analysis of arbiter 

performance is meaningful in the network on chip design.  

In NoC router many arbitration techniques are 

presently used namely, round robin and packet priority 

assignment. According to the scheduling nature of round robin 

arbiter, if the packet is not executed within that scheduled 

time, then it will stop processing that packet in between and it 

will process the next incoming packet. At this point of time 

previous packet execution will be incomplete, this may lead to 

live lock problem on the network and the packet priority 

technique faces the deadlock problem. This problem is clearly 

addressed in this paper, the proposed method is a random 

arbitration technique combined with deterministic x-y routing 

algorithm to be used on router of NoC [4]. 

 In this paper, area optimized 4x4 NoC architecture 

using Random Arbiter which is free from deadlock and 

livelock is designed and implemented on FPGA. Also 

investigation on shortfalls of the different methods and the 

present technology is made. 

II. RELATED WORK 

NoC uses the different routing algorithms and flow 

control technique to overcome the networking problem faced 

in previous on chip network architecture. Such problems 

render the chance for doing on chip network performance 

optimization [1], due to the more packets on the network 

traffic merge. Packet congestion [2] on the network can be 

solved by proper design of arbiter on the NoC. Arbiter will 

generates the grants without any deadlock and live lock with a 
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high priority. For the same reason analysis of arbiter 

performance is meaningful in the network on chip design. 

Router plays an important role in NoC. Router 

decides the packet travelling path from source to destination 

and service decision on the network. The control logic in the 

router is responsible for channel arbitration and to make 

routing decision [3]. According to the control logic grants of 

the router, input packets are moving towards the respective 

consequence (next) router through a crossbar switch, this 

process will continues until the packet reaches the destination. 

The conceptual diagram is shown in Figure-1. 

 

 
Figure-1. Block Diagram of existing NOC Router 
 

Arbiter uses round robin architecture: The arbiter 

extracts the source and destination address from the received 

packets and generates the grant signal for sending the input 

data from source side to the output port. The arbitration of the 

ports is controlled by Arbiter and this resolves the contention 

problem [4-5]. It holds the updated status of all the ports and 

hence has the knowledge of which ports are communicating 

with each other and which ports are free. Packets with the 

same destination and with a same priority for the same output 

port are scheduled by a round robin arbiter. In a given period 

of time if there are more than one input ports which requests 

the same output port then the arbiter will process according to 

the input priority request. Once the last packet finishes the 

transmission from the router, the arbiter will release the next 

input packet which is connected to the crossbar switch. Other 

waiting packets also get the service by the arbitration of 

arbiter. 

In round robin arbiter operation, the request which is 

already serviced will have the lowest priority in the next round 

of arbitration [6-10]. Arbiter grant signal is helpful to decide 

the select line for multiplexer based crossbar and write or read 

signal from FIFO buffers. According to the scheduling nature 

of round robin arbiter, if the packet is not executed within that 

scheduled time, then it will stop processing that packet in 

between and it will process the next incoming packet. At this 

point of time previous packet execution will be incomplete, 

this may lead to live lock problem on the network. This 

problem is clearly addressed in the proposed system. 

 

III. PROPOSED DESIGN 

A. Propsed NOC router design with Random Arbiter 

 

 
Figure-2. Propsed NOC router design with Random Arbiter 

 

The proposed NoC router contains three stages they are 

priority encoder, random arbiter and router. 

I. Priority Encoder 

The priority encoder has five inputs as shown in Figure-2. 

These inputs are from the same node processing element or 

from east, south, north or west side of the node. Priority 

encoder will select any one of these inputs according to the 

select line information; this select line information will be 

generated by the random arbiter. The priority encoder output 

is connected to the router; which routes the packet into the 

respective node. The packet may be of the same node or the 

west, south, north or east side node. If the packet belongs to 

the same node then the packet size will be 32 bits, this is 

because further x-y direction information is not required. Else 

if, the packet size will be 48 bits because this packet contains 

further x-y direction routing information on that feasible 

network. 

II. Random Arbiter 

The Random Arbiter plays a vital role on the router in 

order to take decision for servicing a packet. The packets are 

serviced randomly from different directions of the network 

without any packet stacking. In the proposed arbiter there are 

five independent requests req_0 to req_4 and these requests 

are input to the arbiter. The arbiter will process and generate 

the grants GNT_0 to GNT_4 (service) for incoming packet’s 

requests in a random order on the router. Random arbiter 
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generates the grants randomly without any priority and each 

time only one grant is high because at a time only one request 

can be served. The grant information is helpful to the priority 

encoder to select any one of the router input packets which 

arrives from different nodes on that network. 

Random arbiter will select the packets randomly 

according to the packet density on the network, in order to 

balance the packet traffic on the network without any priority. 

This will directly avoid the stacking of the packet on one side, 

the packet storage area and packet loss. If the packet request 

arrives from all the direction then the arbiter generates the 

grant for only one request out of five requests, which will 

overcome the confusion of packet selection and it will directly 

reduce the deadlock and live lock situations. In the previous 

work, authors have addressed this problem (i.e. deadlock and 

live lock) and solved with the help of round robin and packet 

priority assignment technique with a cost of delay and packet 

stacking. In the proposed random arbiter technique the above 

problem can be resolved without any delay and stacking. 

In the proposed method there is no packet stacking 

and loss because packets are being serviced alternatively. For 

example if the arbiter has already given five times grants to 

GNT_0 and two times to GNT_2. The number of times grant 

given information is available in GNT_0_i=+1 and 

GNT_2_i=+1 respectively. Suppose if GNT_0 and GNT_2 

requests the service at the same time, then random arbiter 

generates the grant signal for GNT_2 since it is serviced only 

for two times when compared to GNT_0 which is being 

already serviced for five times. This type of technique is used 

in order to share the grants to each and every network 

directions equally. In the proposed system, the servicing 

sequence keeps on changing according to the packet density 

on the network in every iteration. Figure-3 shows the random 

arbiter flow chart and the waveform of Random Arbiter, 
which is implemented on Xilinx as shown in Figure-4. 

 

 
Figure-3. Random Arbiter Flow Chart 

 

 
 

Figure-4. Waveform of Random Arbiter 

III. Router 

The router basically receives packets from the shared 

links and, according to the address informed in each packet, it 

forwards the packet to the core attached to it or to another 

shared link. The protocol itself consists of a set of policies 

defined during the design and implemented within the router 

to handle common situations during the transmission of a 

packet, such as, having two or more packets arriving at the 

same time or disputing the same channel, avoiding deadlock 

and livelock situations, reducing the communication latency, 

increasing the throughput, etc. The design and implementation 

of a router requires the definition of a set of policies to deal 

with packet collision, the routing itself, and so on. A NoC 

router is composed of a number of input ports (connected to 

shared NoC channels), a number of output ports (connected to 

possibly other shared channels), a switching matrix connecting 

the input ports to the output ports, and a local port to access 

the IP core connected to this router. 

  The Figure-5 shows an example of Router. Herein, 

we use the terms router and switch as synonymous, but the 

term switch can also mean the internal switch matrix that 

actually connects the router inputs to its outputs. In addition to 

this physical connection infrastructure, the router also contains 

a logic block that implements the flow control policies 

(routing, arbiter, etc.) and defines the overall strategy for 

moving data though the NoC. 

 

 
Figure-5. An example of router 

 

Packet formation is done, which has 48 bits. First 32 bits 

of the packet is assigned to the data_in, next ten bits i.e., from 

32 to 42 are unsed, next two bits contains the address of 
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destination Y, next two bits contains destination address X and 

the last 48th bit is assigned to the select line input. 

 

B. X-Y Algorithm 

The x-y routing is a distributive deterministic routing 

algorithm, which uses the coordinates to determine the 

destination and deliver the packet through a network. In x-y 

routing algorithm packet routes first horizontally along with 

the x-coordinate to reach the column and later vertically along 

the y-coordinate to reach the destination [11, 12, 13]. This 

routing is highly preferred for mesh and dead lock free 

network. This technique often creates load in the middle of the 

network making the traffic very irregular. Figure-6, describes 

the basic XY Routing algorithm flow chart. 

 

 
Figure-6. X-Y Routing Flow Chart 

 

C. Proposed system used in 4x4 Network 

The generalized 4x4 NoC diagram is shown in Figure-7, 

which consists of processing element, network interface and 

router [14]. In this network, router plays an important role. 

Router decides the path for the packets to travel from source to 

destination.  

 
Figure-7. General diagram of 4x4 Network on Chip 

IV. RESULT 

The 2x2 and 4x4 NoC ( Network on Chip) is designed 

using Xilinx ISE 14.7 tool with ModelSim 6.3f respectively 

and implemented on Spartan 3 FPGA kit, Table-1 compares 

the utilization percentages of the required FPGA resources to 

design 2×2 NoC with the design given in Ref.[15]. Figure-8, 

describes the 2x2 simulated results. 

Figure-8. Waveform of the simulated 2x2 NoC 

Table -1. The resources utilization percentages of the designed 

2×2 network 

 

Simulation result of 4x4 Noc designed using Xilinx ISE 14.7 

tool with ModelSim 6.3f respectively is shown in Figure-9. 

 

 
Figure-9. Waveform of proposed 4x4 NoC 
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As shown in Table-2 the proposed router provides a 

good improvement of the resources utilization on the proposed 

4x4 NoC as compared with the design given in Ref [8]. 

  

Table-2. The resources utilization percentages of the designed 

              4x4 Noc and existing design [8] 

 
 

V. CONCLUSIONS AND FUTURE WORK 

In this paper random arbiter with XY routing 

algorithm is implemented. The Router in the proposed design 

services all the incoming packets randomly without any 

deadlock and live lock. Hence the proposed random arbiter 

enhances the performance and reduces the packet storage area 

by reducing the packet staking which is suitable for NoC 

design. This types of routers reduces the number of slices 

required to design a 2×2 NoC, 4x4 NoC, etc. It is found that 

the number of slices required to design a 2×2 NoC using the 

conventional router (see Ref.[15]) is almost four times the 

number required using the proposed router. In the future work, 

proposed system will be implemented on 4x4 Agent based 

Network on Chip. 
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