
PREDICTING CITY CRIME RISK WITH UNSUPERVISED 

LEARNING 

 
Guduri Supraja 

Scholar, Department of MCA 

Vaageswari College of Engineering, Karimnagar 

Email: gudurisupraja5@gmail.com 

 

B Anvesh Kumar 

Supervisor, Assistant Professor 

Department of MCA 

Vaageswari College of Engineering, Karimnagar 

 anveshboddupalli@gmail.com 

 

 Dr. V. Bapuji 

Professor & Head, Department of MCA 

Vaageswari College of Engineering, Karimnagar 
 bapuji.vala@gmail.com 

 

ABSTRACT: Preventing crime is a crucial obligation, as it is a significant and pervasive 

obstacle in our community. Criminal activity increases, contributing to a country's population 

imbalance. Law enforcement authorities are responsible for anticipating and foreseeing 

criminal action, which is challenging but necessary in order to prevent future criminal acts. In 

recent years, machine learning algorithms have been used to analyze crime data, yielding useful 

information for future offense prevention and prediction. This current paper describes a crime 

risk prediction and forecasting system that uses the widely utilized sequential minimum 

optimization method (SMO) in support vector machines (SVMs) to achieve classification and 

regression objectives. The efficacy of the SMO algorithm and LSTM model is assessed via a 

comparative comparison of other commonly used machine learning approaches. Their 

effectiveness is demonstrated by the use of an actual crime dataset. These findings imply that 

the LSTM model and SMO algorithm give more comprehensive and timely visual 

representations for forecasting and predicting criminal activity. 

Keywords: Crime Risk Prediction, Sequential Minimal Optimization, Forecasting, 

Machine Learning. 

 

I. INTRODUCTION 

The problem of estimating the likelihood of 

criminal conduct poses a daunting 

challenge for law enforcement. Law 

enforcement agencies can improve resource 

allocation and deter criminal conduct by 

proactively evaluating crime threats. 

Conventional crime prediction methods 

rely on tedious statistical analysis and 

expert opinion, both of which are subject to   

 

 

individual interpretation and time limits. 

Because of their ability to spot patterns and 

create precise projections, machine learning 

algorithms are increasingly being used to 

predict criminal risk. In recent years, 

precise crime prediction has been critical to 

preventing criminal activities.  
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Predicting crime types and identifying 

high-risk areas based on previous patterns 

presents both computational potential and 

challenges.  

 

Despite the widespread usage of machine 

learning-based crime prediction as the 

major tool for analysis, many studies do not 

provide a full evaluation of the various 

machine learning methodologies. Machine 

learning methods have been shown to be 

effective at processing high-dimensional 

data and analyzing nonlinear rational data, 

allowing for more efficient data retrieval. 

Despite major research efforts, the 

literature on the relative accuracy of crime 

prediction for large datasets in multiple 

cities is still scarce. According to recent 

research, alternative models may offer 

solutions to the challenges of forecasting 

and expecting violent offenses in high-

crime areas. Seasonality can often be seen 

in crime statistics, which may reflect the 

importance of crimes that vary throughout 

the year.  

Previously, a range of machine learning 

approaches, including Random Forests, 

Support Vector Machines, and Decision 

Trees, were used to forecast criminal 

activity. Proposed use of the Sequential 

Minimal Optimization (SMO) technique to 

anticipate criminal activity in three major 

metropolitan areas: San Francisco, 

Philadelphia, and Chicago.SMO, short for 

Sequential Minimal Optimization, is a well-

known approach that employs support 

vector machines. It performs exceptionally 

well when applied to feature spaces and 

large datasets with many dimensions. The 

Long Short-Term Memory (LSTM) is a 

device used for predicting. To discover 

visual patterns from crime data, time series 

analysis is required; deep learning 

techniques, such as Long Short-Term 

Memory (LSTM), are recommended over 

ARIMA for this purpose. LSTM is 

especially well-suited for time series 

forecasting since it may function with a 

single fitting and requires no parameter 

adjustment. This paper uses previous crime 

data to evaluate the likelihood of criminal 

activity and forecast future occurrences of 

crime. 

II.RELATED WORK 

Previous studies have shown that machine 

learning approaches such as support vector 

machines, random forests, and decision 

trees can accurately predict the likelihood 

of criminal action. These algorithms have 

accurately predicted a wide range of 

criminal actions, including robberies, 

narcotics offenses, and burglaries. 

1. Unsupervised Domain Adaptation for 

Crime Risk Prediction Across Cities 

This article describes a strategy for using 

unsupervised domain adaptation to forecast 

citywide crime risk. The approach uses 

adversarial training and feature alignment 

to create domain-invariant representations 

of crime data. The authors explain how to 

adapt existing algorithms for estimating 

crime risk to different contexts. The 

difficulties involved in adapting crime risk 

models to meet the demands of 

municipalities other than those for which 

they were originally built are highlighted. 

In an experimental evaluation that included 

crime data from three different locales, the 

suggested methodology outperformed 

numerous baselines in terms of accuracy 

and flexibility to domain changes. 

Following a thorough examination of the 

advantages and disadvantages of their 

discovery, the authors propose a number of 

prospective avenues for additional 

investigation. 
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2. Dynamic road crime risk prediction 

with urban open data 

This research proposes a method to 

anticipate the likelihood of traffic 

infractions using machine learning 

techniques and publicly available city data. 

The authors underline the usefulness of 

publicly available metropolitan statistics in 

predicting the likelihood of criminal 

activity. The authors examine established 

approaches for predicting traffic violation 

likelihood. They discuss the use of publicly 

available data from urban zones to forecast 

criminal activity and propose a machine 

learning architecture that incorporates 

information from a variety of sources, 

including traffic volume, meteorological 

conditions, and crime statistics. The authors 

show that their method is more accurate and 

efficient than a number of baseline models. 

In their conclusion, the authors discuss the 

paper's advantages and disadvantages, as 

well as potential future research 

possibilities. The preceding remark 

emphasizes the importance of dynamic road 

crime risk prediction and the possibility for 

using urban open data as a useful tool in the 

field of urban crime prediction. 

3. Risk Prediction of Theft Crimes in 

Urban Communities 

The authors provide a thorough review of 

crime forecasting and emphasize the 

importance of accurately anticipating theft 

events in metropolitan areas. The 

researchers investigate current approaches 

used to forecast criminal behavior, 

including traditional statistical models and 

machine learning algorithms. The authors 

then detail their process, which involves 

feature selection, data preparation, and the 

use of numerous machine learning models 

to make predictions. The findings section 

gives an empirical evaluation of the 

suggested approach based on data collected 

from a Mexican city. The authors show that 

their method is more accurate and efficient 

than a number of baseline models. The 

authors underline the need of using 

different and comprehensive datasets to 

improve urban crime prediction. They also 

examine the limitations of their paper and 

suggest potential avenues for future 

research. 

4. Crime Type and Occurrence 

Prediction using Machine Learning 

Algorithm 

One potential solution involves using 

machine learning methodologies to forecast 

the kind and frequency of criminal activity 

in metropolitan areas. The authors provide 

a thorough assessment of crime prediction 

while underlining the challenges that it 

faces, including a lack of current and 

reliable data. The researchers investigate 

modern approaches for predicting criminal 

behavior, which include both traditional 

statistical models and machine learning 

algorithms. The authors explain in detail 

how they used machine learning techniques 

to predict the features and occurrence of 

illegal actions. To extract relevant attributes 

from input data, a feature selection and 

engineering process is used. The paper 

describes numerous models for predicting 

crime types and occurrences, including 

support vector machines, random forests, 

and decision trees. The authors conclude by 

analyzing the limits inherent in their work 

and proposing potential avenues for further 

research. The importance of using more 

wide and diverse datasets to improve crime 

prediction is highlighted. 

5. Smart Policing Technique With Crime 

Type and Risk 

This paper describes a novel police 

methodology based on machine learning 

that predicts the threats and characteristics 

of various types of criminal activities. An 
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effort is made to address the issue of 

lowering crime rates. The authors also 

evaluate research on the use of geographic 

information systems (GIS) and other data 

sources to detect crime concentrations and 

patterns. A machine learning pipeline-

based intelligent law enforcement 

technique is proposed that uses data from a 

variety of sources, including demographic, 

criminal, and geographic information. In 

addition, the authors analyze the feature 

engineering technique, prediction models, 

evaluation metrics, and the recommended 

wise policing strategy. A machine learning 

pipeline is used to combine data from 

several sources, including demographic, 

criminal, and geographic information. In 

addition, the writers go on the feature 

engineering approach, forecasting models, 

and evaluation criteria. In conclusion, they 

underline the potential of their astute law 

enforcement method to improve police 

effectiveness and reduce crime rates. 

Furthermore, they argue that its application 

has the potential to extend beyond the realm 

of illegal action. 

6. Domain Adversarial Transfer 

Network for Cross Domain Fault 

Diagnosis 

This paper describes a novel approach to 

fault diagnostics that makes use of domain 

adaptation and deep learning. The authors 

investigate the difficulties associated with 

cross-domain diagnosis and propose a 

method that uses domain adversarial 

transfer learning to train a model in order to 

obtain domain-invariant representations of 

sensor data. This strategy aims to improve 

diagnostic precision. The methods section 

describes the encoder-decoder architecture 

for defect diagnostics, which includes a 

domain discriminator and a domain 

adversarial transfer network. The findings 

of two datasets from distinct domains 

demonstrate the efficiency of the suggested 

strategy, and the authors propose other 

applications beyond industrial systems. 

 

III.PROPOSED SYSTEM 

The SMO algorithm and the LSTM model 

were developed as decision-support tools 

for law enforcement agencies to help them 

predict and forecast criminal activity. Big 

Data Analytics (BDA) is a revolutionary 

technique to data extraction and analysis 

that is used in a variety of scenarios. 

Despite this, the amount of data creates 

several public policy concerns. As a result, 

novel methodologies and strategies are 

required to analyze such heterogeneous and 

multi-source data. Computer scientists and 

data scientists have extensively researched 

and applied big data analytics (BDA). The 

topic under review is the concept of "big 

data" as it is understood in the domain of 

big data analytics (BDA), the various 

applications of this data for analytical 

purposes, and the obstacles that arise during 

its use. 

Regarding the challenges and areas of 

research that exist in the context of criminal 

data mining. Furthermore, this work serves 

as a practical resource for individuals with 

limited expertise in the field of crime data 

mining research, providing critical insights 

into the effective use of data mining 

methodologies for the identification of 

criminal behavior patterns and trends. As a 

result, managing and interpreting large 

amounts of data is extremely tough and 

complex. Using appropriate data mining 

technologies is critical for improving the 

effectiveness of crime detection. Numerous 

data mining algorithms discover the most 

ideal association rule with the shortest 

processing time and highest efficiency, 

with a focus on those that use the Apriority 
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technique. Furthermore, a variety of 

techniques have been created. 

A. Data Collection 

Data collection is the rigorous process of 

gathering and analyzing information from a 

range of sources. Data collecting allows for 

the creation of an exhaustive record of past 

occurrences, and data analysis approaches 

can be used to identify repeating patterns. 

The dataset could be obtained from both the 

Gaggle and UCI sources. As a result, the 

dataset now includes San Francisco, 

Philadelphia, and Chicago. A summary of 

the dataset is provided for each of the 

following cities: Chicago (Figure 1), 

Philadelphia (Figure 2), and San Francisco 

(Figure 3). 

Fig 1. Overview of the Chicago dataset 

 

 
Fig 2. Overview of the Philadelphia 

dataset 

Fig 3. Overview of the San Francisco 

dataset 

Based on these patterns, machine learning 

algorithms are used to create predictive 

models with the goal of recognizing trends 

and forecasting future developments. 

B. Data Preprocessing 

The data is presented in the form of the 

annual total number of recorded events, 

which includes all localities. Unprocessed 

data is provided, including missing and 

incorrect numerical values. Preprocessing 

data is critical for converting it into a 

structured and acceptable manner. Data 

preparation consists of two main 

components: data cleansing and data 

preprocessing. The dataset is divided into 

several groups based on the specific 

features of the data object. We used the 

following variables for our tests: location, 

day of week, time of day, and type of crime. 

According to empirical data, these qualities 

are strong indications of illegal behavior. 

C. Narrative Visualization Prediction 

with SMO 

The goal of this module is to find the 

shortest path between two nodes in order to 

connect profile data to a crime record. 

Similarly to the node-keyword index, only 

Crime record linkage Profile data from 

nodes with a weight less than a predefined 

threshold is retained.  
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The Node-Node index was established in a 

text-based database to address the issue of a 

profile-linkage crime record's threshold 

region containing many more unique words 

than the total number of nodes in the region.  

The use of narrative visualization in 

conjunction with the Sequential Minimal 

Optimization (SMO) algorithm enhances 

the investigation and distribution of 

complex criminal data. Narrative 

visualization can show the relationships 

between various crime-related 

characteristics, the temporal distribution of 

different offenses within neighborhoods, 

and the progression of crime rates. The 

SMO method may detect intricate links 

between multiple variables, some of which 

may not be immediately evident. Figure 4 

depicts the criminal case in Chicago. 

 
Fig 4. Visualization of crime cases in 

Chicago 

 

IV.CONCLUSION AND FUTURE 

SCOPE 

This paper uses sophisticated big data 

analytics and visualization methods to 

examine crime statistics from three major 

US cities. The goal is to extract patterns and 

trends from the data. The results show that 

the proposed methodology provides a high 

degree of precision for anticipating crime 

risk and future criminal episodes. Based on 

our findings, we may conclude that the deep 

learning algorithms LSTM and SMO 

outperform standard neural network 

models. Furthermore, in terms of spearman 

correlation and root mean square error 

(RMSE), we discovered that trend 

prediction was best accurate when the 

training sample was three years long. In 

addition, the ideal parameters for prediction 

and forecasting models are determined. The 

supplemental results indicated above will 

provide distinct insights on crime patterns, 

allowing law enforcement agencies and 

police departments to make more educated 

decisions. Moving forward, our goal is to 

fully build our adaptive big data analytics 

platform, which will be capable of 

processing a diverse range of data 

categories for a variety of applications. To 

improve the discovery of projected patterns 

and trends in these datasets, we plan to use 

sophisticated approaches such as 

multivariate visualization, graph mining, 

and fine-grained spatial analysis. In 

addition, more empirical research is 

planned to evaluate the efficacy and 

scalability of the numerous models that 

comprise our system. 
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