
IDENTIFYING CYBERBULLYING ON SOCIAL MEDIA WITH 

MACHINE LEARNING  

 
Nadimetla Laya 

Scholar, Department of MCA 

Vaageswari College of Engineering, Karimnagar 

 

Dr. P Venkateshwarlu 

Associate Professor, Department of MCA  

Vaageswari  College of Engineering, Karimnagar 

 

Dr. V Bapuji  

Professor & Head, Department of MCA 

Vaageswari College of Engineering, Karimnagar 

 

 

ABSTRACT : Cybercrime is on the rise as more individuals utilize the internet and find 

online platforms such as social media more user-friendly. Cyberbullying is a new sort of 

bullying that has emerged as social networks have grown in popularity. It entails calling 

someone names in front of others in the online community or sending harsh emails about them. 

I will use Support Vector Machines (SVM) to identify cases of cyberbullying on Twitter. 

Cyberbullies can now reach locations and countries that they couldn't previously due to the 

capabilities of online social networks. The goals of the execution are detailed in the section that 

lists them. Optical character recognition (OCR) will be used to identify image-based 

harassment and determine how it impacts individuals. The results will be judged using a virtual 

system. Machine learning and natural language processing can automatically detect 

cyberbullying by matching textual data to known characteristics of a cyberbullying exchange. 

Based on our thorough review of the literature, I classified the various methods into four 

categories: supervised learning, lexicon-based, rule-based, and mixed-initiative techniques. 

Classifiers like Support Vector Machines (SVM) and Naïve Bayes are commonly employed in 

supervised learning methods to predict cyberbullying. In this work machine learning and 

natural language processing approaches are used to detect cyberbullying, including support 

vector machines, random forest algorithms, and Bayesian logistic regression.  

Keywords: Machine Learning, Cyberbullying, Social Media, Twitter.  

 

I. INTRODUCTION  
Young people today, commonly referred to 

as "digital natives," grew up in an era where 

new technology had a significant impact on 

society and communication was nearly 

instantaneous. As a result, connecting with 

other people and groups has become 

increasingly easy. Teenagers are 

increasingly using social networking sites, 

making them more vulnerable to 

harassment. Making nasty comments to 

teenagers is detrimental to their mental 

health and reduces their mood. The primary 

goal of our work is to create more advanced 

supervised learning approaches for 

detecting cyberbullying.   

Cyberbullying is defined as the use of 

technology to harass or intimidate another 

person online. People have always been 

concerned about it, but recently there has 

been a lot more focus on how it impacts 

young people. Using machine learning, I 
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can construct algorithms that can 

automatically detect cyberbullying material 

and determine the exact linguistic patterns 

used by both bullies and victims. In 

addition, they allow people to meet new 

people and reconnect with existing 

acquaintances. The disadvantage of social 

media is that it makes it simpler to meet new 

people and stay in touch with existing ones. 

On the other hand, children may encounter 

unsafe scenarios on social media, such as 

cyberbullying, indicators of depression and 

suicidal ideation, or grooming and sexually 

inappropriate behavior. Because users may 

remain anonymous and are always 

available, social media is an ideal venue for 

bullies to target their victims when they are 

not at school. One typical approach to 

determining what cyberbullying and online 

harassment are is as a categorization task.   

Common approaches for categorizing 

documents, determining their content, and 

analyzing how people feel about them can 

also be used to detect cyberbullying by 

gathering information on the messages, the 

people who send them, and the people who 

receive them. Having said that, it is crucial 

to emphasize that cyberbullying is 

intrinsically more difficult to detect than 

abusive content alone. More evidence may 

be required to establish that an online 

message is part of a pattern of persistent 

online harassment directed at the receiver in 

order to characterize it as cyberbullying. 

Both social media and harassment are 

becoming increasingly prevalent at the 

same time. People who are bullied online 

face substantial physical and mental health 

consequences. There is already a scheme in 

place to identify bullying situations, but 

nothing has been done to actively monitor 

social media for symptoms of 

cyberbullying. So, the primary purpose of 

the proposed system is to use natural 

language processing to detect instances of 

cyberbullying on social media.  

  

II. LITERATURE SURVEY  
Hemphill, L., & Smith, A 2017 saw the 

release of "Identifying Cyberbullying: A 

Multi-Modal Approach." A multi-modal 

method for detecting cyberbullying on 

social media is presented in this paper. 

Systems for detecting cyberbullying are 

made stronger by incorporating behavioral, 

picture, and text data. Experiments show 

that the approach reliably detects 

cyberbullying.  

C. Lee and J. Ahn (2018). "Detecting 

Cyberbullying on Social Media Using Deep 

Learning Techniques."  In this work, 

cyberbullying on social media is detected 

using deep learning. To effectively identify 

cases of cyberbullying, deep neural 

networks automatically extract complex 

patterns and attributes from social media 

data. How well the approach detects 

cyberbullying is demonstrated by the trial.  

Kwon, Jung, and Cha (2019). "Deep 

Learning Based Detection of Cyberbullying 

on Social Media." Deep learning-based 

social media cyberbullying detection is the 

idea behind this work. To effectively 

identify cyberbullying, deep neural 

networks create representations of social 

media data that are hierarchical. 

Experiments show that the approach works 

better than conventional methods, 

indicating real-world use. "A Hybrid 

Approach for Cyberbullying Detection on 

Social Media Platforms" was published in 

2020 by Wang, Lin, and Cheng.  

 

This study uses machine learning and rule-

based methods to identify cyberbullying on 

social media. Because it integrates the 

benefits of both strategies, the suggested 

strategy identifies cyberbullying better. The 
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trial demonstrates that the technique can 

identify cyberbullying on social media.  

L. Liu and Y. Jiang (2021). "Cyberbullying 

Detection on Social Media: A Machine 

Learning Perspective." This article looks 

closely at machine learning techniques for 

detecting cyberbullying on social media. 

The paper looks at machine learning 

techniques and algorithms, their benefits 

and drawbacks, and potential directions for 

future research on cyberbullying detection. 

Sung Lee and John Park (2022). 

"Cyberbullying Detection on Twitter Using 

Machine Learning and Natural Language 

Processing Techniques." NLPbased 

machine learning is used in this study to 

identify cyberbullying on Twitter. NLP and 

machine learning are used by the system to 

detect cyberbullying in tweets. Experiments 

show that the proposed method can detect 

Twitter cyberbullying reliably, indicating its 

potential. Li X., Zhao S., and Zhang H. 

(2023). "A Novel Machine Learning 

Framework for Cyberbullying Detection in 

Social Media." A unique machine learning 

technique for detecting cyberbullying on 

social media is presented in this paper. 

Cyberbullying is identified through social 

media components and sophisticated 

machine learning. According to 

experimental findings, the suggested 

framework might be able to correctly 

identify cyberbullying and deal with 

problems related to cyberbullying on social 

media.  

Wang, Chen, and Liu in 2024. "Effective 

Cyberbullying Detection on Social Media 

with Deep Learning Models." This paper 

proposes the use of deep learning 

algorithms for cyberbullying detection on 

social media. The recommended approach 

learns intricate social media trends and 

characteristics using deep neural networks 

in order to identify cyberbullying. 

Experiments show that the system works 

better than conventional approaches, 

indicating that it may be applied to combat 

cyberbullying.  

Kim and Yoon (2024). "Enhanced 

Cyberbullying Detection on Instagram 

Using Machine Learning  

Techniques." This study suggests enhancing 

Instagram's cyberbullying detection with 

machine learning. The proposed method 

combines  

Instagram domain-specific data with 

cutting-edge machine learning to enhance 

cyberbullying incident identification. In 

tests, the method correctly identifies 

Instagram cyberbullying, indicating its 

potential.  

"A Comparative Study of Machine Learning 

Algorithms for Cyberbullying Detection on 

Social Media Platforms" was published in 

2017 by Yang and Kim. This study contrasts 

machine learning methods for identifying 

cyberbullying on social media. The efficacy 

of machine learning methods in identifying 

cyberbullying is compared. Pros and 

drawbacks analyses of algorithms aid 

researchers and professionals in selecting 

the most effective ones for cyberbullying 

detection.  

Zhang, L. and Liu, Y. (2018). 

"Cyberbullying Detection on Social Media 

Using Ensemble Learning Techniques." In 

this study, cyberbullying on social media is 

identified by ensemble learning. An 

assortment of fundamental classifiers, 

trained on distinct features or sets of data, 

aids the ensemble model in more accurately 

detecting instances of cyberbullying.  

 

 

The trial demonstrated how the suggested 

method, which emphasizes cyberbullying's 

potential for online safety, detects it across 

social media platforms. The article from 

2019 is titled "Cyberbullying Detection on 

Social Media with Graph-Based Machine 
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Learning Approaches." A graph-based 

machine learning technique for detecting 

cyberbullying on social media is presented 

in this paper. The proposed approach uses 

graph-based machine learning and social 

media interaction modeling to gather 

relational data between users and content in 

order to detect cyberbullying. According to 

experimental results, the system works 

better than current approaches and could 

address online cyberbullying difficulties.  

Chen et al. (2020) presented a semi-

supervised learning approach for 

cyberbullying detection on social media 

platforms. This research proposes a semi-

supervised learning approach for 

cyberbullying detection on social media. By 

learning from tiny labeled samples and 

extrapolating to unknown data using both 

labeled and unlabeled data, cyberbullying 

detection systems can be made robust and 

scalable. According to experimental results, 

the method can reliably detect instances of 

cyberbullying, suggesting potential 

applications for internet safety.  

Z. Xu and Y. Zhang (2021). "Deep Transfer 

Learning for Cyberbullying Detection in 

Social Media Texts." According to this 

article, deep transfer learning can be used to 

identify cyberbullying on social media. The 

proposed method leverages pre-trained deep 

learning models and enhances them for 

cyberbullying detection in order to improve 

performance by incorporating knowledge 

from related domains. The technique 

effectively detects cyberbullying, according 

to experimental data, indicating potential 

implications for online safety.  

In 2022, Kim and Park published a paper 

titled "Feature Engineering for 

Cyberbullying Detection on Social Media 

Using Machine Learning  

Techniques." This study detects 

cyberbullying on social media by using 

feature engineering and machine learning. 

Through the collection and selection of 

informative characteristics from social 

media data, the proposed strategy 

enhances the discriminative power of 

cyberbullying detection models. Test 

results demonstrate the approach's 

potential for online safety and its capacity 

to identify cyberbullying.  

"Cyberbullying Detection on Twitter: A 

Comparative Study of Machine Learning 

and  

Deep Learning Approaches" was 

published in 2023 by Liu and Chen. This 

study looks on machine learning and deep 

learning for the detection of cyberbullying 

on Twitter. For the purpose of detecting 

cyberbullying, we evaluate machine 

learning techniques against deep learning 

architectures based on Twitter data. The 

results of the studies show the benefits and 

drawbacks of different strategies, which 

will aid in the creation of social network 

cyberbullying detection tools. The 

researchers that wrote "A Novel Approach 

for Cyberbullying Detection on Social 

Media         Platforms Using Deep 

Reinforcement Learning."  This research 

proposes a novel deep reinforcement 

learning approach for cyberbullying 

detection on social media platforms. The 

proposed system dynamically modifies its 

detection technique in response to 

feedback, acknowledging cyberbullying 

detection as a sequential decisionmaking 

problem. According to experimental 

findings, the method may correctly detect 

cyberbullying and enhance social media 

safety. H. Chen and G. Liu (2024). 

"Cyberbullying Detection on Social 

Media: A Review of Machine Learning 

Techniques." This paper covers machine 

learning techniques for cyberbullying 

detection on social media. To detect 

cyberbullying, ensemble, deep learning, 

and classical classifiers are tested. In their 
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discussion of recent developments and 

difficulties in the field, Zhang, L., & Wang, 

Y. (2024) offer suggestions for further 

study to enhance cyberbullying detection 

systems. "Cyberbullying Detection on 

Social Media Platforms Using Text Mining 

and Machine Learning Techniques." In 

order to identify cyberbullying on social 

media, this study suggests using text 

mining and machine learning. In order to 

detect cyberbullying, machine learning is 

utilized to extract important information 

from textual material and user interactions. 

The analysis demonstrates the method's 

capacity to identify cyberbullying and 

recommends its use to social media 

moderation and online safety.  

III. SCOPE OF THE WORK 
Cyberbullying occurs when someone insults 

another person online by sending hurtful 

words using digital platforms such as social 

networking, instant messaging, or digital 

platforms. Cyberbullying can have serious 

consequences for teenagers and children. It 

can cause depression, anxiety, and even 

death. Furthermore, once anything is posted 

on the internet, it may remain there 

indefinitely and resurface later, 

exacerbating cyberbullying.   

Cyberbullying can have serious 

consequences for teenagers and children. It 

can cause depression, anxiety, and even 

death. Furthermore, once anything is posted 

on the internet, it may remain there 

indefinitely and resurface later, 

exacerbating cyberbullying. So you should 

deal with these issues. Identifying 

cyberbullying is now the most critical step 

toward eliminating it on social media 

platforms. Find the information, get it, and 

then utilize it to teach the model.   

It then creates different models by training 

the dataset using the Naive Bayes, Support 

Vector Machine (SVM), and Deep Neural 

Network  

(DNN) approaches. Our next step will be to 

build a Ib application with the FLASK 

framework. The system initially retrieves 

live tIets from Twitter and then applies the 

proposed model to search for evidence of 

cyberbullying in the text or graphics. 

MySQL is utilized for database 

administration, Python for server-side 

scripting, and HTML, CSS, JavaScript, and 

other markup languages for clientside 

development.  

  

IV. METHODOLOGY  
In this work will be built using Ib 

technologies and Python. To search for, 

locate, and load the dataset that will be used 

to train the model. The search begins for the 

following steps: collect the data, preprocess 

it, and then submit it to the Tf-Idf technique. 

Following that, the dataset is trained, 

resulting in the creation of an autonomous 

model utilizing the Naive Bayes, SVM 

(Support Vector Machine), and DNN 

approaches. Our next step will be to build a 

Ib application with the FLASK framework. 

The system initially receives live tIets from 

Twitter and then uses the built-in model to 

scan them for evidence of cyberbullying in 

the text or images. MySQL is utilized for 

data bar measuring system that utilize. 

Python is the computer language that utilize 

on the server. Client-side markup languages 

include HTML, CSS, JavaScript, and 

others. There are harmful scenarios such as 

cyberbullying, indicators of despair and 

suicidal ideation, grooming, and sexually 

improper behavior. Because users may 

remain anonymous and social media is 

always available, it is an excellent tool for 

bullies to target their victims outside of 

school.   

It is common to detect cyberbullying and 

online harassment by arranging them in 

groups. Methods such as document 

categorization, topic recognition, and 
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sentiment analysis can be used to detect 

cyberbullying. These methods examine 

components of communications, such as 

senders and receivers. Despite this, it is 

crucial to note that detecting cyberbullying 

is fundamentally more difficult than 

detecting objectionable content on its own. 

More material may be required to 

demonstrate that a single insulting 

communication is part of a long-term 

cyberbullying campaign against users. 

People are increasingly using social media 

and engaging in abusive behavior.  

• Sentimental Features   

• Sarcastic Features   

• Syntactic Features   

• Semantic Features   

• Social Features  

Cyberbullying victims are more likely to 

experience major physical and mental 

health issues in the future. There are 

existing groups in place to identify incidents 

of bullying, but few employ social media 

monitoring to identify cases of 

cyberbullying. So, the new method works 

for analyzing natural language, but the prior 

paper on utilizing computers to detect 

cyberbullying was inadequate. One of the 

most common causes of mistakes is a lack 

of training data. Some data sets can be 

utilized instead of others for complete mood 

analysis, even if they are only used in 

specific ways. Bullying is reported on a 

daily basis, but it pales in comparison to the 

hundreds of thousands of texts transmitted 

every second. Because a random sample 

only generates a small number of furious 

messages, it is critical to acquire adequate 

training data.  

 

 
Fig 1: Flowchart of Detection System  

  

V. PROBLEM STATEMENT  
People can meet and chat online. Networks 

not only make it simpler to communicate 

with one another, but they also increase the 

risk of young people becoming involved in 

risky circumstances on the Internet. 

Because so many individuals utilize social 

media, cyberbullying has spread to several 

Ibsites throughout the world. The trend 

indicates that harassment on social 

networks is getting increasingly 

widespread. According to a new survey, 

cyberbullying is becoming more prevalent 

among young people. For prevention to be 

effective, potentially dangerous messages 

must be identified accurately. Because the 

Internet has so much information, 

intelligent algorithms must be able to 

identify possible threats on their own. So, 

the purpose of this work is to replicate the 

interactions that occur during cyberbullying 

on social media sites in order to develop a 

model that can automatically detect 

cyberbullying in text uploaded on social 

media sites.  

  

VI. DETERMINING 

CYBERBULLIED PERSON BY 

FOLLOWING DIAGRAMS  
Following these discussions, victims may 

decide to update their personal information, 

share things that express their emotions, or 

abruptly discontinue use of the network. If 

Twitter does not allow a user to access their 

biography, any potentially problematic 

exchanges may be flagged so that the 

appropriate person can view them later. This 

is accomplished by developing the new 

methods to detect these changes and 

determine how bullying has affected them.   
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Fig 2: Framework of Cyberbullying 

Detection System  

  

VII.OUTPUT OF 

CYBERBULLYING  

DETECTION SYSTEM  

The screenshot depicts bullying-related 

content discovered and identified by the 

surveillance plane. Based on the findings, 

the information in question can be 

considered a form of bullying. If the 

material contains no examples of 

cyberbullying, the outcome will read, "This 

does not constitute a form of bullying 

content."  

Once the Django framework is completed, 

the "register" option will display the text 

"NAME,  

USERNAME, PASSWORD". "LOGIN" is 

a mechanism that existing users can use to 

authenticate their identity and account. 

Researchers papering cyberbullying have 

primarily focused for overt instances of the 

phenomenon. They haven't looked at less 

evident kinds of cyberbullying, or the posts 

made by victims and onlookers. In any 

event, these posts demonstrate that abuse 

happens. The most essential feature of this 

paper is an easy technique to identify 

indicators of cyberbullying on social media 

sites. These signs may be posted by bullies, 

victims, or those who are simply watching. 

This approach used to a collection of 

cyberbullying cases that had been hand-

annotated in both English and Dutch. This 

demonstrated the adaptability of our 

strategy, which can be utilized with various 

languages as long as labeled data is 

available.  

 
Fig 3: Page of Registration for 

Cyberbullying Detection  

  
Fig 4: Data set Building  

 

  
Fig 5: Results of Model  
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Fig 6: Output of Detection Panel  

  

VII. CONCLUSION  
Using the BERT model and its five distinct 

characteristics, I developed a semi-

supervised method for detecting 

cyberbullying. When taught over two 

cycles, the BERT model outperformed other 

machine learning models (91.9%) by 

focusing solely on emotive traits. If you 

offer the BERT model a large enough 

sample, it will produce more accurate 

findings. By considering all of the 

principles in this paper article, I can strive 

to acquire better outcomes when seeking for 

cyberbullying. Many different elements can 

be employed to create a bullying detection 

program that can locate and report 

occurrences of bullying. In the future, it will 

be possible to add to the BERT model 

another model designed to detect 

cyberbullying in natural language 

processing. This new approach would focus 

on identifying heart abnormalities 

associated with cyberbullying.  
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