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Abstract 

The expert epigraphists decipher the text of ancient epigraphic scripts and translate them into regional 

languages. Also, it is observed that expert epigraphists who are capable of deciphering the inscriptions 

manually are few nowadays and they could become extinct in future. Modern readers find difficulty in reading 

the documents of ancient times. Hence, the automation of deciphering of the inscription is the need of the hour 

and is imperative. From the literature review it is evident that no substantiating work is done for deciphering 

epigraphical scripts. The aim of the work here is to develop an automated system for classification and 

recognition of an ancient Kannada epigraphic text, whose period has been identified. Different methods are 

proposed to decipher text of ancient times with a combination of varying feature extraction techniques and 

classifiers. The methods are: Zernike Features with SVM Classifier; Central and Zernike Moment features with 

RF Classifier; Zone-based and Gabor features with ANN; Fourier Features with SVM, k-NN, ANN and Naive 

Bayes Classifier; SURF features with SVM, ANN and k-NN classifiers. These techniques have been 

experimented with the test images of different periods and the results obtained are satisfactory. The 

performance characteristics of the approaches are also discussed. 
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1. Introduction  

Kannada is one of the famous and oldest historical south- ern Indian language, which has its own scripting style 

derived by brahmic family. It is founded in before 230BC in the form of inscriptions. Inscriptions are the basic 

and primary form of any language, which are used to gain the historical knowledge, which includes an 

astronomy, traditions, medication, administration, politics, religion, art, educational and economic conditions 

and so on. We all know that, the inscriptions are completely differ ent than the existing scripting language, it is 

highly tedious task to read and recognize the inscriptions [1]. Hence, it is very much necessary to recognize 

the inscriptions to gain the historical knowledge. The people, those who can easily recognize the inscriptions are 

known as epigraphers. But, in this modern era, it is highly impossible to find out the epigraphers for recognition 

of inscriptions. Even, if we find out the epigraphers, it is very time consuming task to carry out manual 

recognition. This is a major drawback of manual recognition system of inscriptions. With the advancement of 

science and technology, it is very much necessary to develop an automated inscription recognition system to 

overcome the drawback of manual inscriptions recognition system. This automated inscriptions recognition 

system, which reads the inscriptions, extract the relevant features, based on the extracted features performs the 

classification, and finally recognition the inscriptions. The inscriptions has set of ancient characters. As a 

preliminary task, in this proposed work, an effort has been placed to recognize the ancient characters of BC and 

AD periods by using deep learning classification and recognition techniques. Some of the challenges in 

automatic reading of epigraphs are Design an automated epigraphical document recognition system with 

reasonable recognition accuracy, regardless of the quality of the input document and character font style 

variation. Segmentation of handwritten text of ancient epigraphs is challenging because of its structural 

complication, touching lines as well as characters, non-uniform spacing, and the presence of compound 

characters. The classification of the epigraphical script according to their period is very vital in determining the 

character set to be applied for supervisory reading. Greatest challenge is the lack of standard/ benchmark data 

corpus to aid the recognition of ancient Indian scripts. 
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2. Related work  

Combining Zernike Moments with Regional features for Classification of Handwritten ancient Tamil scripts 

using Extreme Learning Machine is presented in [2]. The Extreme Learning Machine is trained by Zernike 

moments and Regional features. The performance of Extreme Learning Machine is compared with Probabilistic 

Neural Networks and inferred that Extreme Learning Machine gives highest accuracy rate of 95%. In [3] the 

evolution of Brahmi script into Sinhala script on the basis of ancient Sri Lankan documents inscribed on stone 

surface is discussed. With the aid of modern techniques of computer image processing, precise alphabet fonts 

of early Brahmi scripts has been produced from photographic data of ancient Sri Lankan inscriptions. It has 

been shown that the produced fonts are available for establishing a method of automatic reading of ancient 

inscriptions by computers. An approach for transcribing historical documents in [4] divides a text-line image 

into frames and a graph is constructed using the framed image. Dijkstra algorithm is applied later to find the 

line transcription. A character recognition accuracy of 79.3% is found in its experiments. RF Classifier has 

been used on the Persian language [5] to classify handwritten Persian characters. Loci features are used in the 

paper. A classification rate of up to 87% has been achieved. A description of the paleographic analysis of Jawi 

manuscripts is given in [6]. It also gives a comparison of the features, algorithms and results for paleography 

techniques in different languages. Some ways of computerizing paleography are described in [7]. It uses a 

sparse document coding for the representation of characters. An accuracy of 93.3% has been claimed in that. 

It also compares against three other methods which had been done before that. 

Characterization of the Arabic and Latin ancient document images is explained in [8]. Regions of images having 

the same size are extracted from the heterogeneous base and fractal dimension method is used to discriminate 

between ancient Arabic and Latin scripts. It achieves 95.87% accuracy on the discrimination between Arabic 

and Latin ancient document collections. A method for the dating of the Greek inscription’s content in [9] uses 

“platonic” realization of alphabet symbols for the specific inscription and various geometric characteristics for 

the features, and classifies the period according to some statistical criteria. An efficient technique for multi-script 

identification at connected component level using the convolutional neural network is described in [10]. Suitable 

script identification features are automatically extracted and learned as convolution kernels from the raw input. 

It is tested on a dataset of ancient Greek-Latin mix script document images and an accuracy of 96.37% is achieved 

on a test dataset at the connected component level and improved to 98.40% by using a class majority in the left-

right neighboring area [11] Proposes a texture-based approach for text recognition in ancient documents. It copes 

with the challenges such as degradation, staining, fluctuating text lines, superimposition of text etc. The approach 

is applied to three different manuscripts, namely to Glagolitic manuscripts of the 11th century, a Latin and a 

composite Latin-German manuscript, both originating from the 14th century. A method of recognition of 

ligatures [12] in cursive scripts like Pashto recognizes ligatures having variations like orientation, font style, and 

scaling. The use of Scale Invariant Feature Transform (SIFT) descriptors is proposed in this to evaluate its 

effectiveness for representing Pashto ligatures. 1000 unique ligatures with 4 different sizes are tested and average 

recognition rate of 74% is obtained. [13] presents an approach for the detection of elements like initials, 

headlines, and text regions, focused on ancient manuscripts. SIFT descriptors are used to detect the regions of 

interest, and the scale of the interest points is used for localization. It gives a detection rate of 57% for initials 

and headlines, and 74% for regular text. Work on automated scribe identification on a Middle-English manuscript 

dataset belonging to the 14th-15th century has been presented in [14]. Identification of the patterns in the image 

and extracting its features are the finest task as it directly affects the classification process. The authors of the 

paper Statistical Analysis of the Indus Script Using n-grams discuss the advantage of using statistical feature 

extraction methodologies in feature extraction process [15]. As per the analysis statistical features provide 75% 

accuracy in the results. An effective system for the classification of ancient handwritten documents according to 

the writing style has been reported in [16]. It employs a set of features that are extracted from the contours of the 

handwritten images. These features are based on the direction and curvature histograms that are extracted at a 

global level from local contour observations. Two writings are then compared by computing the distance between 

their respective histograms. An identification rate of 94% is obtained in this. RF Classifier’s performance for 

Handwritten Digit recognition has been accounted in [17]. The Ancient document recognition process consists 

of two stages: training with collected character image examples and classification of new character images [18]. 

The proposed OCR builds fuzzy membership functions from oriented features extracted using Gabor filter banks. 

Results on a significant test led to a character recognition success rate of 88%. The problem of recognizing early 

Christian Greek manuscripts written in lower case letters [19] is given. Based on the existence of closed cavity 

regions in the majority of characters and character ligatures in these scripts, a novel, segmentationfree, fast and 

efficient technique that assists the recognition procedure by tracing and recognizing the most frequently 

appearing characters or character ligatures is proposed. This method gives highly accurate results and offers great 

assistance to old Greek handwritten manuscript OCR. The work in [20] on classification and age identification 
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of different characters by a hybrid model is implemented in two phases. The first phase of the work incorporates 

an Artificial Neural Network for identifying the base character. The second phase consists of a Probabilistic 

Neural Network model designed for the identification of age pertaining to the base character. A system to identify 

and classify Telugu characters extracted from the palm leaves, using Decision Tree approach is brought to light 

in [21]. The decision tree is developed using the SEE5 algorithm, which is an improvement from the predecessor 

ID3 and C4.5 algorithm in [22]. The identification accuracy obtained is 93.10% using this method. Much work 

is reported in the literature on recognition of modern Indian and non-Indian scripts. As seen, literature also 

reveals substantial work on preprocessing of ancient scripts which include tasks such as noise removal, thinning, 

binarization and segmentation. It is noticed that work on automated reading of ancient Indian script particularly 

ancient Kannada script is minimal. Hence, in this research work an attempt is made in automatic recognition of 

ancient Kannada epigraphical scripts. The Zone based Normalized Positional Distance Metric algo- rithm 

proposed for recognition of Stone Inscription Char- acters in Ref. [23]. Mean Standard deviation and Sum 

of Absolute difference Algorithm (MSDDA) has been reported in Ref. [24] for recognition of Historical charac- 

ters in Kannada stone inscriptions. Here, the Hoysala and Ganga periods characters is used as dataset. In Ref. 

[25] the authors used the different Image processing tech- niques for recognition and analysis of Historical Tamil 

stone inscriptions. Hidden Markov Models for recognition of Greek Historical degraded texts has been reported 

in Ref. [26], and comparison has been done between the Hid- den Markov Models and commercial OCR engines 

with challenging dataset from a novel database for Greek poly- tonic scripts. In Ref. [27] authors presented 

different fea- ture extraction techniques: direction histogram and bag of histogram for recognition of Thai 

handwritten charac- ter. In Ref. [28] authors proposed a system for charac- ter recognition, which is after palm 

manuscripts of Tamil ancient documents, Here, the authors has taken Brahmi, and Vattezhuthu characters as 

database. In Ref. [29] the authors used OCR, NLP, SVM and Unicode mapping techniques for recognition and 

classification Tamil ancient characters between 9th and 12th century. The Markov Model has been reported in 

Ref. [30] for recognition of Kannada handwritten character. 

3. Proposed Model for Epigraphic Character Recognition 

The proposed model for the Epigraphical Character Recognition is shown in Figure 1 and involves the 

following components: 

• Preprocessing: The input epigraphic image is preprocessed to remove noise. 

• Segmentation: The noise-free epigraphs are segmented to obtain sampled characters. 

•  Feature Extraction: Essential features are extracted from the sampled characters and saved in 

a file during the training phase. During testing, the same set of features is extracted for test 

characters. 

• Database: The database here represents the file used to save the extracted features. The feature 

vectors are used for training the classifier or for the recognition of characters during testing. 

• Classifier: The Classifier is trained using the features stored in the file during training phase. 

It is also possible to save the trained Classifier for later use. The trained Classifier is used to 

classify the test characters during testing phase. The classified ancient characters are mapped to 

modern form and displayed. 

Methodology for Recognition 

Algorithm: RECOGNITION (Epigraph_Image) Input: 

Epigraphical document image 

Output: Classified and Recognized characters in modern form 

Method: [Training Phase] 

 

Step 1: Preprocess and Binarize the training epigraph images 

Step 2: Segment the characters 

Step 3: Extract the features of each of the characters 

Step 4: Train the classifier using these features 

[Testing Phase] 

Step 5: Preprocess and Binarize the test epigraph image 

Step 6: Segment the characters 

Step 7: Extract the features of each of the test characters 

Step 8: Classify each test character using the trained classifier 

Step 9: Map the classified characters to modern form. 
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3.1 Methods for Recognition of Epigraphic Records 

In the current work, the methods used to decipher text of ancient times with combination of varying feature 

extraction techniques and classifiers are: Zernike Features with SVM Classifier; Central and Zernike Moment 

features with RF Classifier; Zone-based and Gabor features with ANN classifier; Fourier Features with SVM, 

k-NN, ANN and Naive Bayes Classifier; SURF features with SVM, ANN and k-NN classifiers and lastly First-

order and Second-order Statistical features with Fuzzy Classifier for recognition of ancient epigraphic 

documents.  A survey of different shape feature extraction techniques is reported in [31]. The different image 

classification methods, and techniques for improving classification performance is reported in [32,33]. 

 

 

Figure 1: Proposed Model for Epigraphic Character Recognition with Training and Testing phases 

 

3.2 Classification 

Support Vector Machine (SVM) Classifier 

Support Vector Machines (SVM) is a set of related supervised learning methods used for classification and 

regression. Viewing input data as two sets of vectors in an n-dimensional space, an SVM will construct a 

separating hyper- plane in that space, one which maximizes the margin between the two data sets. To calculate 

the margin, two parallel hyper-planes are constructed, one on each side of the separating hyper-plane, which 

are "pushed up against" the two data sets. Intuitively, a good separation is achieved by the hyper-plane that has 

the largest distance to the neighboring data points of both classes, since in general the larger the margin the lower 

the generalization error of the classifier. 

Artificial Neural Network (ANN) Classifier 
ANN usually called "neural network" (NN), is a mathematical model or computational model based on 

biological neural networks. It consists of an interconnected group of artificial neurons and processes information 

using a connectionist approach to computation. In most cases an ANN is an adaptive system that changes its 

structure based on external or internal information that flows through the network during the learning phase. In 

more practical terms neural networks are non-linear statistical data modeling tools. They can be used to model 

complex relationships between inputs and outputs or to find patterns in data. 

k-Nearest Neighbor(k-NN) Classifier 
The k-Nearest Neighbor (k-NN) is a method for classifying objects based on closest training examples in the 

feature space. k-NN is a type of instance-based learning- or lazy learning where the function is only 
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approximated locally and all computation is deferred until classification. It can also be used for regression. 

Naive Bayes Classifier 
A Naive Bayes classifier is a term in Bayesian statistics dealing with a simple probabilistic classifier based on 

applying Bayes' theorem with strong (naive) independence assumptions. Depending on the precise nature of the 

probability model, Naive Bayes classifiers can be trained very efficiently in a supervised learning setting. In many 

practical applications, parameter estimation for Naive Bayes models uses the method of maximum likelihood; in 

other words, one can work with the Naive Bayes model without using any Bayesian methods. 

Zernike Features with SVM Classif ier 
The work considers off line recognition of Epigraphical Kannada characters from three ancient eras Ashoka, 

Badami Chalukya and Mysore Wodeyar. The preprocessed and segmented epigraphic characters from input 

epigraphic document image are fed to the feature extraction phase. The feature extraction method used is 

Zernike moments (discussed in Chapter 4). The advantages of using Zernike moments are that they are invariant 

to rotation, robust to noise and minor variations in shape and contain minimum information redundancy [78]. 

The features extracted for epigraphic characters are fed to the SVM classifier. The SVM classifier classifies the 

character of ancient age using support vectors and next the character is mapped to present Kannada form. 

3.3 Methodology 
The steps towards the classification and recognition of epigraphic characters are given here. 

Algorithm: Recognition (Epigraphic_Base_Characters)  
Input: Segmented base characters of ancient epigraphs Output: 

Classified and Recognized characters 

Step 1: Perform the following steps during training for segmented characters: 

a: Compute Zernike features for base characters of training data 

b: Compute the average feature value and store in the data base for later use. 

c: SVM classifier is used to produce a model (based on the training data) 

Step 2: Compute the Zernike features for each of the base characters during testing. 

Step 3: SVM using support vectors from the training database, compares with the test character features 

and predicts the target values of the test data. 

Step 4: Finally the classified characters are recognized, and mapped to the present Kannada form. 

3.4 Experimental Results 
This approach of Zernike features with SVM classifier demonstrates the recognition of base characters of 

ancient Kannada Script pertaining to three periods or dynasties – Ashoka, Badami Chalukya, and Mysore 

Wodeyars. The system is trained with all basic symbols of Ashoka, Badami Chalukya, and Mysore Wodeyars 

period. The recognizer has been tested on more than 250 samples of ancient Kannada epigraphic characters 

belonging to three different periods. The character recognition system successfully recognizes the base 

characters from three different periods and maps it to modern Kannada character. Figure 2 shows the 

recognition of test letter ‘ka’ from Ashoka period. The input ancient character is classified and recognized, and 

the character mapped to present Kannada form is displayed. Figures 3 and 4 show the recognition of letter ‘ja’ 

from Badami Chalukya era and letter ‘ou’ from Mysore Wodeyar era respectively. 

 

Figure 2: Recognition of letter ‘ka’ of Ashoka era using SVM Model 

 

Figure 3: Recognition of character ‘ja’ from Badami Chalukya period using SVM 

 

Figure 4: Recognition of character ‘ou’ from Mysore Wodeyar period using SVM 
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The proposed model recognizes base characters from three different eras Ashoka, Badami Chalukya and 

Mysore Wodeyar. Characters from these eras are also mapped to present Kannada Character set. Thus, 

recognition of such ancient characters gives the knowledge of how characters have evolved over generations 

and transformed to modern form. The show the evolution of few sample characters. The recognizer has been 

tested on more than 250 samples of ancient Kannada epigraphic characters belonging to three different periods. 

The model achieves an average 90% recognition accuracy. The recognition accuracy rate of Ashoka era is 93%, 

Badami Chalukya is 90% and that of Mysore Wodeyar era is 88%. 

  

4. Central and Zernike Moment Features with RF Classifier 
The RF Classifier was designed for dating ancient epigraphs as discussed in Chapter 4. This section covers the 

details of classification and recognition of Kannada epigraphical characters using the earlier designed RF 

classifier. Normalized Central Moments and Zernike Moments are extracted from the segmented characters 

and used as the feature vectors for classification. Random Forest is used as the classifier, which is an ensemble 

of classification trees, and each tree votes for a class and the output class is the majority of the votes [31, 34]. 

Thus, all the characters in the image are classified. Finally the classified ancient characters are mapped to 

characters of modern form. 

Methodology 
Algorithm: RECOGNITION (Epigraph_Image) Input: 

Segmented epigraphic characters. 

Output: Classified and Recognized characters. 

Method: 
Step 1: [Feature Extraction]: The Normalized Central Moments and Normalized Zernike Moments 

are computed, and the computed feature vectors are written to a file. 

Step 2: [Random Forest Classification] 

a. [Load Text]: Get the feature vectors from the text file and save it in two arrays, one 

consisting of the classes and the other consisting of feature vectors of the corresponding 

classes. 

b.  [Fit Forest]: Train the trees in the RF which can be used to classify the ancient Kannada 

characters. 

c.  [Fit Tree]: A random subset of the training data from the step Fit Forest is taken as input 

and a single Classification Tree for the given subset of data is made. 

d.  [Get Gini Impurity]: Determine the impurity index of a subset of classes and 

corresponding data for the node so that it can find the best split and the best threshold value 

for that feature. 

e.  [Classification]: Predict the class of the test characters considering the data consisting of 

feature vectors, using the trained RF Classifier. 

Step 3: [Recognition]: Map the classified ancient characters into modern form. 

4.1 Experimental Results and Performance Analysis 
The experimental results and analysis of the designed RF for classifying ancient Kannada Epigraphical 

characters are discussed here. The system is tested on base characters belonging to Ashoka, Satavahana and 

Kadamba dynasties. For each dynasty, 105 samples with 35 base characters are considered. Two-thirds of the 

data is used for training and the remaining one-third is taken for testing the classifier. 

Performance Characteristics of RF Classifier 

• Evaluation Metrics 
The metrics used to evaluate the proposed model are: 

o Classification rate: This metric given by Equation 1 is used to determine the accuracy of the 

Classifier, which is defined as the number of correct classifications out of the total number of 

samples considered. 

Classification rate  =     
Number of correctly classified characters                                    (1)                                                                             

Total number of characters in the data 

Training time: This metric measures the time taken to train the Classifier. 

o Classification time: The classification time is the time taken to predict the class labels for 

the given set of inputs. 
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Figure 5: Evolution of Sample Ancient Kannada Characters 

 

• Classification Rate of RF on the Characters from Satavahana Period 
The accuracy of RF in classifying characters from trained data set of Satavahana period for the threshold 

value 10 and a varying number of trees are tabulated in Table 1. The plot in Figure 6 shows the results of the 

same on trained data. 

Table 1: Classification Rates (%) of RF Model for Trained Data 

  

Number of Trees 
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30 

 

10 
 

47.69 
 

81.54 
 

90.77 

 

20 
 

50.77 
 

69.23 
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30 
 

49.23 
 

73.85 
 

87.69 

 

 
 

  

 

 
Evolution of Kannada Character ‘ou’ 

 

 
 

 

 

 

 
Evolution of Kannada Character ‘ka’ 

 

 

 

 

 
Evolution of Kannada Character ‘ja’ 

 

 

 

 
Ashoka Badami Chalukya Mysore Wodeyar Current 

 

 

 

Ashoka Badami Chalukya Mysore Wodeyar Current 

 

 

 

 
Ashoka Badami Chalukya Mysore Wodeyar Current 

Journal of Systems Engineering and Electronics  (ISSN NO: 1671-1793) Volume 34 ISSUE 6 2024

Page No: 479



 

 

                             Figure 6: Classification Rates of RF with different Parameters for Trained data 

The Classification rate for test characters is tabulated in Table 2 and shown in Figure 7. 

Table 2: Classification Rates (%) of RF Model for Test Data 

 

  

Number of Trees 

 

 

 

 

 

 

Thresholds 

  

10 

 

20 

 

30 

 

10 

 

43.53 

 

52.35 

 

67.06 

 

20 
 

44.53 
 

52.35 
 

70.00 

 

30 

 

58.25 
 

53.35 
 

61.18 

 

 

Figure 7: Classification Rates of RF with different Parameters for Test data 

• Training and Testing time of RF on the characters from Satavahana period 
The time (seconds) for training characters from Satavahana period are tabulated in Table 3 and plotted in Figure 

8 respectively. As the number of trees in the forest increases, the time taken for training also increases 

proportionately. 
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Table 3: Training Time (seconds) of Random Forest Model 

  

Number of Trees 

 

 

 

 

 

 

Thresholds 

  

10 

 

20 

 

30 

 

10 
 

3.53 
 

7.42 
 

11.62 

 

20 
 

6.62 
 

11.99 
 

19.07 

 

30 
 

7.78 
 

15.84 
 

22.64 

                                            Figure 8: Training Time for RF with different Parameters 

The classification times (in seconds) for new characters are tabulated in Table 4 and the plot for the same for 

different parameters is shown in Figure 9 

Table 5.4: Classification Time Taken In Seconds for RF Model 

  

Number of Trees 

 

 

 

 

 

 

Thresholds 

  

10 

 

20 

 

30 

 

10 

 

0.0183 

 

0.0361 

 

0.5436 

 

20 
 

0.0187 
 

0.0367 
 

0.0553 

 

30 

 

0.0181 
 

0.0365 
 

0.5343 
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                                    Figure 9: Classification Time for RF with different parameters 

The training time taken by the RF Classifier using samples with 35 base characters from Satavahana period 

were 3.5, 7.4 and 11.6 seconds for RF with 10, 20 and 30 classification trees, respectively, for a threshold of 

10. When the number of thresholds was increased to 20, the times taken to train were 6.6, 12 and 19 seconds 

for RF with 10, 20 and 30 classification trees, respectively. When the number of thresholds was 30, the training 

times were 7.8, 15.8 and 22.6 seconds for RF with 10, 20 and 30 classification trees, respectively. But the 

classification rate changed only in the range of 4%-10%. Hence, fixing the number of thresholds at 10 would 

be a good tradeoff between training time and classification rate. 

The following inferences are drawn from the performance analysis: 

o The accuracy in classification of the trained data is at least 1.2 times greater than the 

classification rate of new characters for any classifier. 

o There is a linear increase of classification rate as the number of trees in the forest is increased, 

but no significant changes when the number of thresholds is increased. 

o The training time is directly proportional to the number of classification trees and the number 

of thresholds. 

o The classification time is directly proportional to the number of classification trees. It is not 

dependant on the number of thresholds since it is used only when growing the trees. 

o The training time of the RF classifier is about 200 times more than the classification time. This 

is because most of the time is spent for the calculation of Gini index during training. 

Classification involves only a comparison at each node till it reaches the leaf. 

 

5. Zone-based and Gabor features with ANN Classif ier 

In this section recognition of epigraphic characters using Zone-based and Gabor features with Neural network 

classifier is discussed. 

Methodology 

This work includes steps: Pre-Processing, Segmentation, Feature Extraction, Recognition and Post-

Processing. 

Algorithm: RECOGNITION (Epigraph_Image) Input: 
Scanned Epigraphic document. 

Output: Classified and Recognized characters. 

Method: 

Step 1: Input scanned ancient Kannada epigraph to the recognizer. 

Step 2: [Preprocess]: Preprocess and Segment to extract individual characters. 

Step 3: [Feature Extraction]: Extract Zone-based and Gabor features for segmented characters and 

store in the feature vector. 

Step 4: [Training]: Train Artificial Neural Network with feature vectors of the sampled train 

characters.  

Step 5: [Classification]: Classify the segmented characters from test images using the trained ANN 

classifier 
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Step 6: [Mapping]: The classified ancient characters are mapped to modern form. 

 

5.1 Related Theory and Mathematical Background 

 Zone-based feature extraction 
In character recognition, zoning [31] is used to extract topological information from patterns. The segmented 

image is divided into ‘n’ zones and from each zone statistical features like number of 

horizontal/vertical/diagonal lines, length of horizontal/vertical/diagonal lines, the total number of intersection 

points are extracted. 

 Gabor Feature extraction 
Gabor filters act very similarly to mammalian visual cortical cells so they extract features from different 

orientation and different scales [35]. The filters have been shown to possess optimal localization properties in 

both spatial and frequency domain and thus are well suited for texture segmentation problems. Gabor filters 

have been used in many applications, such as texture segmentation, target detection, document analysis and 

edge detection. In the spatial domain, a 2D Gabor filter is a Gaussian kernel function modulated by a sinusoidal 

plane wave. The impulse response of Gabor filter is defined by a sinusoidal wave (a plane wave for 2D Gabor 

filters) multiplied by a Gaussian function. Because of the multiplication-convolution property (Convolution 

theorem), the Fourier transform of a Gabor filter's impulse response is the convolution of the Fourier 

transform of the harmonic function and the Fourier transform of the Gaussian function. The filter has a real 

and an imaginary component representing orthogonal directions. The two components may be formed into a 

complex number or used individually. 

Complex  

  (2) 

Real  

 (3) 

Imaginary  

(4) 

Where  

 
and 

 
 

In   these   equations, � represents   the   wavelength   of   the   sinusoidal factor, � represents the orientation of 

the normal to the parallel stripes of a Gabor function, � is the phase offset, � is the standard deviation of the 

Gaussian envelope and � is the spatial aspect ratio- and specifies the ellipticity of the support of the Gabor 

function.  Figure 10 shows Gabor Filtered images of a sampled character at two scales and four orientations. 

  

(a) Magnitudes of Gabor Filter (b)Real parts of Gabor Filter 

     Figure 10: Gabor Filtered Images of a Sampled Character 
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5.2 Detailed Description and Algorithms 
Feature Extraction 

The purpose of this phase is to extract the features of the epigraphical character images. 

• Gabor features 

This function uses Gabor filter methods to extract features from the character image. 

Algorithm: Gabor_Feature_Extract (Segmented Character) 

Input: Segmented Characters Output: 

Feature Vector of characters Method 

Step 1: Compute the orientation 

Step 2: Compute the gabor filter bank 

Step 3: Convolve it using the conv2 function. 

Step 4: Down sample the image by factors of the size of image 

Step 5: Store the resultant value in a feature vector 

• Zonal features 

This function extracts Zone-based features from the character image. 

Algorithm: Zone_Based_Features (Segmented Character) 

Input: Segmented Characters 

Output: Feature Vector of characters 

Method 

Step 1: Input image is divided into 9 zones of equal size zoneij = 

image(1:zone_height,1:zone_width); 

Step 2: From each zone following features are extracted. 

The number of horizontal lines, total length of horizontal lines, number of right 

diagonal lines, total length of right diagonal lines, number of vertical lines, total length 

of vertical lines, number of left diagonal lines, total length of left diagonal lines and 

number of intersection points 

Step 3: Extracted features are stored in the new feature vector. 

 Mapping 

Final mapping of each classified character to the modern Kannada character is done. Class label returned 

by classifier is used to match with the modern character database and that character is displayed on the 

screen. 

5.3 Experimental Results and Analysis 

Figure 11 illustrates the results of Classification and Recognition of input epigraph of Ashoka period. 

 Performance Analysis 

• Training: Ashokan Brahmi script 

The training database of Ashokan Brahmi script contains 8 vowels, 33 consonants which give rise to 264 different 

compound characters. So there are 272 different characters hence 272 class labels. Four instances of each 

character are used, so this gives raise to (264+8=272) x 4 = 1088 characters which forms input for training 

and target vectors indicates the class to which each of the input character belongs. 

• Testing: Ashokan Brahmi script 

The model is tested with 100 epigraphic images of Ashokan dynasty and obtains an average recognition 

accuracy of 80.2%. 

• Training: Hoysala script 

The training database of Hoysala script contains 11 vowels and 36 consonants which give rise to 396 different 

compound characters. So there are total 407 different characters hence 407 class labels. Four instances of each 

character were used, so this gives raise to (396+11=407) x 4 = 1628 characters which form input for training 

and target vectors indicates the class to which each of the input character belongs. 

• Testing: Hoysala script 

The model is tested with 50 epigraphic images of Hoysala dynasty and obtains an average recognition accuracy 

of 75.6%. 
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                Figure 11: Classification and Recognition of Epigraph using Gabor Features 

 

 

6. Fourier Features with SVM, k-NN, ANN and Naive Bayes Classifier 

Methodology 
The approach takes an image of an epigraph pertaining to ancient Kannada script as its input. The image is 

preprocessed to remove noise. The Preprocessed image is segmented using Canny edge detection which 

extracts the edges of ancient script characters. Close character contours are detected from the edges, based on 

that characters are segmented and stored in the database. General Fourier features are extracted from the 

segmented characters and based on this the Size and Scale Invariant Fourier features are extracted and used 

as the feature vectors for classification. Next for classification four classifiers Support Vector Machine (SVM), 

Artificial Neural Network (ANN), K- Nearest Neighbor (k-NN), Naive Bayes (NB) classifiers [79] are used. 

These classifiers are trained with different instances of characters during the training phase and while testing 

categorizes the ancient characters in the test image. Finally, from the predicted class label ancient character is 

mapped to the modern Kannada character. 

 

6.1 Related Theory and Background 
Fourier features an, bn, cn, and dn are extracted from close character contours. From these general Fourier 

features, scale and rotation invariant features are extracted [78]. 

 

6.2 General Fourier features 
Fourier features can be extracted from close character contours. an, bn, cn, and dn are the extracted features 

and given by Equations 5 to 8 respectively.  

(a) Sample Input Epigraph (b) Results of Segmented characters 

(c) Results of Recognition 
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Where  

 
 

 and m is the number of pixels along the boundary 

 

Rotation invariant Fourier features 

To obtain the features that are independent of the particular starting point, it is required to calculate the phase 

shift from the first major axis as in Equation 9.  

                (9) 

Then, the coefficients can be rotated to achieve a zero phase shift as given by  Equation 10.  
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Now to obtain rotation invariant description, the rotation of the semi-major axis can 

be found by Equation 11: 

                                                                       (11) 

Now using Equation 12 features can be obtained. 

       (12) 

Scale invariant Fourier features 

To obtain Scale invariant features the coefficients can be divided by the magnitude, E, of the semi-major axis, 

given by Equation 13: 

             (13) 

6.3 Detailed Description and Algorithm 

The steps involved in classification and recognition of epigraphic characters using Fourier features with SVM, 

ANN, k-NN, NB classifiers are given in this section. 

Algorithm: RECOGNISE (Epigraph) Input: 

Ancient Kannada Epigraph Output: Modern 

Kannada characters 

Method: 
Step 1: Read the epigraph image. 

Step 2: Preprocess epigraph 

Step 3: Segment epigraph and store segmented characters. 

Step 4: Extract Fourier features for segmented characters. 

Step 5: Train Classifiers SVM, ANN, k-NN and NB using these features. 

Step 6: Extract features of segmented test character. 

Step 7: Classify the segmented character of the ancient period. 

Step 8: Classified ancient character is mapped to the modern Kannada form. 

Step 9: Return modern Kannada character. 

 Fourier Feature Extraction 
General Fourier features are extracted from close character contours. an, bn, cn, and dn are the extracted features. 

Algorithm: Fourier_Features (Character Contour, x, y) 
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Input: Segmented character image 

Output: General Fourier features an, bn, cn, dn. 

Method: 
Step 1: Initialize Parameters Step 2: 

Compute Fourier features Step 3: Store 

Fourier features 

End Method 

 Classification 

• SVM Classifier 
This model classifies the segmented character and predicts its class label. It consists of the following steps: 

Step 1: Set up the training data Step 2: 

Set up the training classes Step 3: Set up 

SVM’s parameters 

Kernel Type = LINEAR, SVM Type = C_SVC, Termination Criteria 

Step 4: Train the SVM 

Step 5: Classification of characters using SVM 

• ANN Classifier 
This model classifies  the segmented character and predicts  its  class label. It consists of the following steps: 

Step 1: Set up the training data Step 2: 

Set up the training class Step 3: Set up 

ANN’s parameters 

Parameters of the MLP training algorithm are set. 

term_crit: Termination criteria of the training algorithm. 

train_method:Indicates the training method of the MLP - back-propagation. 

Step 4: Train the ANN 

ANN model is built with MLP network and Activation_function SIGMOID 

Step 5: Classification of characters using trained ANN 

• k-NN Classifier 
The k-nearest neighbors (k-NN) is a method for classifying objects based on closest training examples 

in the feature space. Here it classifies the segmented character and predicts its class label. It consists of 

the following steps: 

Step 1: Set up the training data  

Step 2: Set up the training classes  

Step 3: Set up k-NN’s parameters 

Finds the neighbors 

samples – Input samples stored by rows. 

k – Number of nearest neighbors used. 

results –results of prediction (classification) for each input sample. 

Neighbor Responses –Optional output values for corresponding neighbors. 

Step 4: Train the k-NN 

Step 5: Classification of characters by k-NN 

• Naive Bayes Classifier 
A naive Bayes classifier assumes that the presence (or absence) of a particular feature of a class is unrelated to 

the presence (or absence) of any other feature. This classifies the segmented character and predicts its class 

label. It consists of the following steps: 

Step 1: Set up the training data  

Step 2: Set up the training classes  

Step 3: Train the Naive Bayes 

Step 4: Classification of characters by Naive Bayes 
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Experimental Results and Analysis 
The system designed recognizes and converts Ashokan Brahmi script and Hoysala script into modern Kannada 

form. The system is trained with characters of Ashoka period and characters of Hoysala period with 4 

different instances of each. The trained OCR system is tested on 50 epigraphs of ancient times. 

Figure 12 shows the results of Preprocessing, Segmentation and recognition. 

Figure 12: Results of Recognition using Fourier features 

The performance characteristics of the Classifiers is obtained and observed that with Ashokan Brahmi script 

the system performed well with recognition accuracy of 83.60%, 76.80%, 49.20%, 64.80% . For Hoysala 

script, recognition accuracy of 80.50%, 71.50%, 48.50%, 62.50% with `SVM, ANN, k-NN and NB classifiers 

respectively is obtained. 

7. SURF Features with SVM, ANN and k-NN classif iers 

Methodology 
The aim of this approach is to use multiple classifiers that recognize ancient Kannada characters and maps 

them to modern Kannada. The approach accepts ancient Kannada epigraph from Ashoka period as input. The 

input image is binarized by Adaptive thresholding and noise is removed by applying a combination of three 

filters namely Median, Bilateral and Gaussian Filters. Furthermore, ancient text is made prominent by applying 

erode and dilate morphological operations. The resultant image is passed to the Segmentation stage where 

Bounding Box and Contour Detection Algorithm are used to segment individual characters including the 

vattaksharas (compound characters). These segmented characters are then passed to the Feature extraction stage 

that makes use of SURF technique to create the feature vectors. Classification is the final stage shown in Figure 

5.14, which is carried out in two phases namely Training and Testing. In order to train the Classifiers, the 

feature vectors are passed to the classifiers namely SVM, k-NN and ANN in the training Phase. In the testing 

phase, the feature vectors are passed to a trained classifier to recognize the ancient character. A combination 

of three classifiers namely, SVM, k- NN and ANN are used to achieve better accuracy. The recognized 

character is subsequently mapped to its modern equivalent. In this way, a document in ancient Kannada can be 

translated to modern Kannada. 

7.1 Feature Extraction 
SURF or Speeded up Robust Features is a scale- and rotation-invariant interest point detector and descriptor 

[82]. SURF is a detector and high-performance descriptor points of interest in an image where the image is 

transformed into coordinates, using a technique called multi-resolution. It approximates or even outperforms 

previously proposed schemes with respect to repeatability, distinctiveness, and robustness, yet can be computed 

and compared much faster. The mathematical representation is given by Equation 14, 

 

 

(a) Preprocessed input Epigraph (b)Displaying Segmented Characters 

(c) Results of Recognition using Fourier features 
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where ���(�, �) is the convolution of second order derivative 
�
�2�(�) with the image in the point x, y similarly 

with ��(�, �) and �(�, �). 

The SURF algorithm is based on the SIFT predecessor. This is achieved by 

• Relying on integral images for image convolutions 

• Building on the strengths of the leading existing detectors and descriptors (using a Hessian matrix-based 

measure for the detector, and a distribution-based descriptor) 

• Simplifying these methods to the essential 

This leads to a combination of novel detection, description, and matching steps. The detector is based on the Hessian 

matrix, but uses a very basic approximation, just as DoG is a very basic Laplacian-based detector [82]. It relies on 

integral images to reduce the computation time and therefore it is called the ’Fast-Hessian’ detector. The descriptor, 

on the other hand, describes a distribution of Haar-wavelet responses within the interest point neighbour hood. The 

integral images are exploited for speed. Moreover, only 64 dimensions are used, reducing the time for feature 

computation and matching, and increasing simultaneously the robustness. A new indexing step based on the sign of 

the Laplacian is presented, which increases not only the matching speed- but also the robustness of the descriptor. 

 

 

Figure 13: Model for Classification and Recognition using Multiple Classifier 

Detailed Description and Algorithm 

 Feature Extraction 
In this stage, for each character segmented image, a hessian threshold is calculated that leads to detecting key points 

of the character to form Feature Vectors. Algorithm for SURF Feature Extraction technique is as follows: 

Algorithm: SURF_ Feature_Extract (Epigraphic character) 

Input: Individual Character Segment 

Output: Feature Vectors 
Functionality: Extracts the key-points from the image and creates the feature vectors. 

Step 1: Input the necessary segmented character 
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The input Epigraphic Image 

 

 

 

 
The Eigraph Preprocessed and Segmented 

Step 2: Set the Hessian Threshold to 450. 

Step 3: Choose the SURF descriptor size to be 64 dimensions. 

Step 4: Detect the SURF features. 

Step 5: Construct the feature descriptor for the detected features. 

Classification and Recognition 

The SURF features are extracted for the test characters and classified using the classifiers- SVM, ANN and k-NN. 

For the efficient recognition of characters, the output of these multiple classifiers is passed to the Confusion Matrix. 

The Confusion Matrix evaluates the result of the classifiers and provides the final character label. The classified 

character is next mapped to modern form. 

7.2 Experimental Results and Analysis 
This OCR recognizes the ancient scriptures of Ashoka period using SVM, ANN and k-NN. Figure 5.15 represents 

the input epigraphic image. The Figure 5.16 shows the results of Preprocessing and Segmentation of the input 

epigraph. The output of recognition is shown in Figure 5.17. The system performs well with better recognition rate 

when multiple classifiers namely SVM, ANN and k-NN are used along with the confusion matrix in order to resolve 

the errors which arise during the character recognition. Thus, a combination of classifiers in recognizing characters 

gives a higher accuracy than using individual classifiers. The classifiers SVM, k-NN and ANN when tested on 

randomly chosen 90 characters achieve a recognition accuracy of 85%, 85% and 80%, but when the classifiers are 

combined the recognition accuracy increases to 95% thereby experimentally demonstrating that a combination of 

classifiers achieves 5-10% higher accuracy. However this may increase in time complexity due to the presence of 

more than one classifier. Care needs to be taken to decrease the time complexity and improve the recognition 

accuracy. Hence, the confusion matrix is introduced to create this win-win situation. Another approach is to execute 

the classification stage in parallel so as to reduce the time complexity. 

 

 

 

 

  

 

 

 

 

 

(c) Recognition Results 
Figure 14: The Results of Recognition using SURF features 

8. Summary 
This chapter discussed the methods used for recognition of epigraphical characters from different periods. Six 

methods for feature extraction and recognition of epigraphical characters with a combination of different classifiers 

are discussed. Based on structural and statistical features with different classifiers, methods are explored for 

recognition of epigraphical text. The methods discussed are:- Zernike Features with SVM Classifier; Central and 

Zernike Moment features with RF Classifier; Zone-based and Gabor features with ANN; Fourier Features with 

SVM, k- NN, ANN and Naive Bayes Classifier; SURF features with SVM, ANN and k-NN classifier; finally Fuzzy 
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Classifier using First-Order and Second-order Statistical features for the for recognition of epigraphic documents. 

These techniques have been experimented with the test images of different periods and the results obtained are 

satisfactory. The performance characteristics of the approaches are also discussed. 
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