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Abstract. 

 
The voice signal improvement has remarkable contribution over noise affected corrupted speech signal. 

Restructuring of a Kalman algorithm utilized for the noisily speaking signal is primary concept on process of speech 

improvement technique. Parameters of AR (auto-regressive) mode need to be calculated along with traditional Kalman filter 

for voicing signal improvement, deal with complex matrix operations which practically is a non-versatile. The proposed 

voicing improvement algorithm in this research work basically avoid the matrix calculations and correspondingly decreases 

the calculation time through regular update of the primary estimation for state direction x(n) . A multiplication element to the 

versatile filtrate is associated, for change the evaluation of surrounding unwanted signal with perception information. The 

outcomes are compared between traditional Kalman filtering and Fast Versatile algorithm based kalman filter (FVKF) in 

three unique stages. Overall simulated results justify the effectiveness of the Fast versatile algorithm based Kalman filter 

(FVKF) over voice signal improvement. 

 
Keywords: Voice Improvement, Auto Regressive model, Fast Versatile algorithm, Noise  estimation ,Traditional Kalman 

Filter. 

 

 

1 Introduction 

 

Earlier research on this related provide a guideline on satisfactory improvement of voice quality using Kalman 

separating calculation. [1]. Where it basically need to assess the parameters of Auto Regressive model followed 

by the noisy elimination utilizing Kalman calculation. This followed estimations of Linear Prediction Coding 

(LPC) coefficient and inverse matrix but it significantly increments over the computational complexity of the 

KF calculations. A better filtering efficiency can be achived with further technique of suppressed noisy signal on 

decaying the nature of the voicing signal subject to exactness of estimating the parameters of Auto Regressive 

model [2].  The simple KF design in the absence of computing Linear Prediction Coding multiplying element 

for Auto Regressive type and Non adaptive design having more number of excess information with matrix 

reverse operations has non-versatile behavior.  

 

On improvement over lagging of traditional KF for voicing signal enhancement, we propose a Fast 

versatile algorithm on KF designing through this research work. This algorithm fixed the principal estimation 

for state direction X(n), it removes more number of matrix activities and decreases the time complication nature 

of the calculation. Since this is very problematic to find atmosphere noisy signal exactly, the KF calculation is 

further requirement.  in association with versatile algorithm on evaluating the surrounding noise. the 

overlooking element which has been referenced by [4] and [5] to correct the estimation of surrounding noise by 

the perception information consequently has great role on designing proposed model   on getting out the real 

noise.  

 

2 Designing Of Proposed Model 
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2.1 Kalman Basic Modelling 

 

Conventional Kalman Filter provide a recurrent solving approach to the discontinuous-data linear filtrate 

problem to evaluate the present value of the variables it measures regardless of precision, with utilization of  

 

(1) Information on the framework and estimation gadget elements,  

(2)  actual description of the framework noises, estimation mistakes,  

(3)  accessible data about beginning states of the variables. 

  

This principle utilizes a total description of the probability for its estimation errors towards ideal filtering gains 

deciding factor.  On evaluating its performance as an element of the "structure parameters" of the following 

systems has to be adopted  

 

Different sensors are utilized;  

 Current Place and directions to be assessed for individual sensors. 

 Permissible range of noisy qualities for the sensing devices; 

 First -special methods for removing noise sensing communication  

 Testing grades for various sensor types and degree of type re-arrangements for lessening usage 

prerequisites. 

 

The following can be use on Kalman Filter designing as required with possible accessibility and figure (1) 

expressing all its operation behaviors  

 

 Those which predict the conditions or update the time  

 Those which update conditions or update the observed information 

 

To Update Time:    
 

Corresponding State prediction and error co variance process can be express through this relationship given on 

following equations. 

 

𝑥(𝑛|𝑛 − 1) = 𝐴(𝑛|𝑛 − 1). 𝑥𝑛−1    ………..    (1) 

 

𝑅{𝑒, 𝑛|𝑛 − 1} = 𝐴{, 𝑛|𝑛 − 1}.  𝑅𝑒,𝑛−1. 𝐴𝑛,𝑛−1
𝑇  + 𝑢. 𝑅𝑤. 𝑢 …………….(2) 

        

To Update Observation:  

 

The specified equations for the state correction further express as  as follows . 

 

𝑅𝑒,𝑛 = 𝑅{, 𝑒, 𝑛|𝑛 − 1} −  𝑅{, 𝑒, 𝑛|𝑛 − 1} . 𝐶𝑇 . 𝐹𝑛
−1 . 𝐶. 𝑅{, 𝑒, 𝑛|𝑛 − 1} …….(3) 

 

𝑥𝑛 = 𝑥(𝑛|𝑛 − 1) + 𝑅{, 𝑒, 𝑛|𝑛 − 1}. 𝐶𝑇 . 𝐹𝑛
−1 . (𝑦𝑛 − 𝐶. 𝑥(𝑛|𝑛 − 1)  ……(4) 

 

𝐹𝑛 =  𝐶. 𝑅{, 𝑒, 𝑛|𝑛 − 1}. 𝐶𝑇 + 𝑅𝑣……….(5) 
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Fig. 1. A pictorial representation of  Kalman Filter  designing 

 

   

 

2.2 Fast Versatile Algorithm with Kalman Filter  

 

It observed that noise changes in environmental conditions drastically. Versatile algorithm with kalman filter 

(FVKF) is utilized on estimation of noise for stably updated.  This in practice assured an accurate expression of 

the atmosphere noise, so it can adjust to any alternates in surrounding noise and purposeful on voicing signal 

enhancement.  

 

The designing structure of this modeling system. containing two individual operation sequence, that can be 

express as follows 

 

1. Update the Change of the surrounding environmental noise ‘ Rv(n)’ 

 

2. Update the brink point ‘ U’  

 

Modernizing The Change of Surrounding Atmosphere Unwanted Signal  

 

Change of the surrounding atmosphere unwanted signal  

 

𝑅𝑣(𝑛) = (1 − 𝐿) ∗ 𝑅𝑣(𝑛) + 𝐿 ∗ 𝑅𝑢(𝑛)----6 

 

Here to improve the new observations under present estimations we use L, Where L is the factor for Loss it 

restricts the filtering memory length and. 'L' is characterized as: 

 

𝐿 =  
(1 − 𝑏)

1 − 𝑏𝑡+1⁄         ------7 

 

Where b value is constant in between 0.95 and 0.99. 

UPDATE TIME (Prediction) 
 
 

1.State prediction 
 
2.Prediction of the error covariance 

UPDATE OBSERVATION (Correction) 
 

 
1.Kalman gain calculation 
 
2.Update of the measure 
 
3.Update of the covariance error 

Initial estimations 
 

for  
xn-1 and Re,n-1 
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Updating Of The Threshold  

 

𝑙𝑖𝑚𝑖𝑡 𝑈 = (1 − 𝐿) ∗ 𝑈 + 𝐿 ∗ 𝑅𝑢(𝑛) ------8 

 

Here L is used again to reduce the error, where error is large with increase of noise. Due to the updated brink 

point, U is not at all barred by the constrained  

Ru(n)<=U 

  

Two SNRs between the current speech frames and whole speech signal has been calculated. 

The estimation of noise signal is attenuated to avoid the corrupted voicing signals [7]. 

The variance of noisy signal is guessing to be δv
2
  and  Signal to Noise Ratio of the noisy data SNRin, is given by 

 

𝑆𝑁𝑅𝑖𝑛 = 10 𝑙𝑜𝑔10 {[
1

𝑛+1
∑ L2(k)]/δv

2}dB
𝑛

𝑘=0
 -----9 

 

 Here k being the entire total samples present in the voicing data  

 

 

3 Simulated Results & Analysis 

 

 

On evaluating filtering efficiency, pure voicing data, noisy data and noisy signal with speech signal has been 

compared from the result of  traditional KF and FVKF under the state of  SNRin 10[dB] . Fig. 2 show here the 

improved strategy  hat gives an incredible with  same outcomes as the Traditional technique.  

 

 

 

 

 
 

Fig.2. Representation Of  Signal Wave 
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The process of Comparison of ouput Signal to Noise Ratio can be through the relationship as bellow   

 

𝑆𝑁𝑅𝑂𝑢𝑡 = 10 𝑙𝑜𝑔10 [∑ L2(k)] / ∑ {L(k) − L(k)}2]
𝑛

𝑘=0
dB

𝑛

𝑘=0
  ---10 

 

Let D is transition Matrix dimension, Dt implies the transition matrix  for traditional technique,  observation 

process consider 20, 30, 40, and 50 as four different level .Assume Df  value equal to 1 since It implies the 

transition matrix for FVKF  technique whose value is 1.  

 

 
 

SNRin (dB)   ------ 
0dB 5dB 10dB 

Transition matrix 

dimension(Dt) --- 
20 30 40 50 20 30 40 50 20 30 40 50 

SNROut 

(dB) 

 

 

Female 

Tradition 

kalman 
2.63 3.02 3.25 3.44 7.09 7.55 7.89 8.03 11.02 11.83 12.02 12.27 

FVKF 3.67 8.31 13.99 

Male 

Tradition 

kalman 
2.25 2.75 3.14 3.63 5.65 6.42 6.9 7.07 9.2 10.58 10.79 11 

FVKF 3.84 7.092 11.26 

 
Table 1. The Noisy Voice Signal, Snrout With Gaussian Noise 

 

 

 
 
 

Fig.3. Snrout  Percentage Improvement 

 

0%

62%
8%

11%
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12% SNR input(dB)

Dt

SNR output(dB) female  Traditinal
kalman

SNR output(dB) female  FVKF

SNR output(dB) male Traditional
kalman

SNR output(dB) male FVKF
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Fig.4. SNROut  Comparisons 

 

 

Running Time Comparision 

 

Compare results in three levels of SNRin that is 0 dB,5dB and 10dB  with the duration of lady voicing signal 

duration  is 10 seconds , male voicing is 10 seconds ,with four levels of Dt such as 20,30,40 and 50 

 

Fig.5.shows Running Time Percentage Improvement between traditional kalman and FVKF and Fig. 6. Shows 

the Comparision of Running Time  

 

 

 

 

SNR input(dB)  --- 0dB 5dB 10dB 

Transition matrix dimension(Dt) 

 ---- 

20 30 40 50 20 30 40 50 20 30 40 50 

RUNNING 

TIME 

(Sec) 

 

 

  

female 

(10s) 

  

Traditional 

kalman 

10.233 32.75 39.56 56.8 10.26 33.02 39.6 57.01 10.2 33.02 39.62 57.02 

FVKF 2.3464 2.362 2.4088 

Male 

(10s) 

  

Traditional 

kalman 

9.7500
83 

30.98 37.64 53.1 9.633 31.23 37.3 53.67

7 

9.63 31.2 37.58 52.832 

FVKF 2.195 2.231 2.234 

 

Table 2. Running Time  
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Fig.5.Running Time Percentage Improvement 

 

 
 

Fig. 6. Comparision of Running Time  

 

 

4 Conclusion 

 

This research work outcome expressing embedding of Versatile algorithm with Kalman Filtering for increasing 

the quality of speech signal removing the Matrix calculation and calculate a coefficient factor. At the same time 

the effectiveness of proposed algorithm based on the numerical results and subjective evaluation is successfully 

justified. the novality of this approach is Even though kalman is invented earlier, but improving the performance 

of this filter is ever green. We can get better results with kalman prediction and estimation of the signals. Here 

we proposed improvement in kalman operational speed and reduce the number of matrix calculations 

Particularly, two-step multiplications is the basic reason to get less running time with higher SNRout 

while the Voicing datas are decreased by the noisy signal. It is also analyzed that this FVKF concept applied is 

less complex and can knowing the better noisy elimination in spite of the decrease of the computations 
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complication with-out effecting the nature of the voicing data too.  Furthermore, it can be improving over the 

Fast versatile technique in this paper to give a greater accuracy over calculation of surrounding noisy data.  
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