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ABSTRACT: IoT systems and gadgets are 

growing more multipurpose and intelligent 

thanks to the development of Deep Learning 

technology. They are anticipated to run 

various Deep Learning inference tasks with 

great efficiency and performance. The 

mismatch between large-scale Deep Neural 

Networks and the restricted computing 

power of edge devices poses a difficulty to 

this demand. In order to resolve this 

problem, edge-cloud collaborative systems 

are then presented, allowing arbitrary Deep 

Learning applications to run on resource-

constrained IoT devices. Third-party cloud 

use, however, may raise privacy concerns 

for edge computing. In this work, we 

systematically investigate the privacy 

protection and attack opportunities of edge-

cloud collaborative systems. We have two 

things to contribute: In order to recover 

arbitrary inputs supplied into the system, 

even if the attacker does not have access to 

the data or computations of the edge device 

or the authorization to query this system, we 

first develop a series of new techniques for 

an untrusted cloud. (2) After providing two 

more efficient defense strategies, we 

empirically show that solutions that 

introduce noise are unable to defeat our 

suggested attacks. This offers information 

and recommendations for creating 

collaborative systems and algorithms that 

protect privacy. 

KEYWORDS: Edge-cloud, IoT, Deep 

learning, Data. 

I.INTRODUCTION: Recent years have 

witnessed the rapid development of Deep 

Learning (DL) and Internet of Things (IOT) 

technologies. IOT devices become appealing 

targets for DL applications. They use 

various sensors (e.g., cameras, microphones, 

gyroscopes) to collect data and information 

from environmental contexts, run the DL 

applications to interpret sensory data, and 

make control decisions. The integration of 

AI and IOT leads to the era of Artificial 

Intelligence of Things (AIOT), which has 

significantly changed our daily life: small-

scaled AIOT systems are introduced to build 

smart homes and increase the comfort and 
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quality of life; medium-scale AIOT systems 

are deployed in warehouses and factories for 

higher efficiency and automation; large-

scale AIOT systems can contribute to the 

establishment of smart cities. Deploying 

deep learning inference applications on 

commodity edge devices has several 

challenges. On one hand, an IOT device and 

collect streaming information at a very high 

rate (e.g. vehicle detection [1], remote 

monitoring [2], scene analysis [3] and 

application trace analysis [4]). This requires 

the device to run the DL models and analyze 

the data at a high speed. On the other hand, 

state-of-the-art DL models are becoming 

more complicated with larger sizes, making 

it infeasible for resource-constrained IOT 

devices to satisfy the performance 

requirements: the limited computation 

resources of the device can cause significant 

latency; the limited storage capacity makes 

it hard to store a large DNN model; the 

limited battery capacity causes a critical 

energy consumption constraint. To 

overcome this challenge, one possible 

approach is to offload the entire DL model 

and inference computation to the cloud.  

The edge device sends the input data to the 

cloud and receives the output. While this can 

resolve the aforementioned limitations of 

edge devices, it incurs significant 

communication costs when sending a large 

volume of raw data. Besides, there can be 

privacy breaches of the inference data [5], 

especially if the input data are highly 

sensitive like patients’ records, and integrity 

breaches of the model [6], if the cloud is not 

trusted. An optimized strategy is to adopt 

collaborative inference between the edge 

devices and the cloud. The DL model can be 

divided into two parts. The first few layers 

of the network are stored in the local edge 

device, while the rest are offloaded to a 

remote cloud. Given an input, the edge 

device calculates the output of the first 

layers, sends it to the cloud, and retrieves the 

final results. This approach can reduce 

communication costs, as the intermediate 

output can be designed to be much smaller 

than the raw input. Such low data transfer 

bandwidth also achieves lower latency and 

smaller energy consumption. Collaborative 

inference makes it feasible and efficient to 

deploy large-scale intelligent workloads on 

today’s edge platforms.  

This paper presents an investigation of 

inference data privacy in edge-cloud 

collaborative systems, from the perspectives 

of attacks and defenses. Prior works all 

aimed to improve the performance and 

efficiency of such systems, while ignoring 

potential security issues. To the best of our 
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knowledge, we are the first to demonstrate 

the feasibility of input data privacy attacks 

against cloud-edge collaborative inference 

systems. The data privacy considered in this 

paper is the condidentiality of the raw 

inputs. Two key questions are considered in 

this study.  

II.EXISTING SYSTEM: Training data 

privacy attacks. There are different types of 

privacy attacks against the training data. The 

first type is property inference attacks, 

which try to infer some properties of the 

training data from the model parameters. 

Attacks were demonstrated in traditional 

machine learning classifiers and fully-

connected neural networks. A special case 

of property inference attacks are 

membership inference attacks, which infer 

whether one individual sample is included in 

the training set. This attack was first 

presented. The following work explored the 

feasibility of attacks with different 

adversary’s capabilities model features in 

Generative Adversarial Networks and 

collaborative training systems. The second 

type of attacks against the training data’s 

privacy are model inversion attacks given a 

machine learning model, and part of the 

training samples’ features, the adversary can 

recover the rest of the features of the 

samples. Advanced model inversion attacks 

were designed to recover images from deep 

neural networks in single-party systems and 

collaborative learning systems. The third 

types are model encoding attacks the 

adversary with direct access to the training 

data can encode the sensitive data into the 

model for a receiver entity to retrieve. 

Model privacy attacks. The adversary 

attempts to steal the model parameters hyper 

parameters or structures via prediction APIs, 

memory side channels, etc. Inference data 

privacy attacks. Closer to our study is the 

work which trains an inverse network on the 

output probability distribution to get the 

inversed inference data. However, they only 

consider the model inversion attack from the 

soft max layer in the black-box scenario. We 

show that the attacker can successfully 

inverse the model from different layers, 

even in a stricter query-free scenario. We 

also provide defense strategies which are not 

discussed in their paper. Adopted a power 

side channel to recover inference data. 

However, this attack required the adversary 

to compromise the victim device for side-

channel information collection, and it could 

only recover simple images (single pixel). 

Our work can recover any arbitrary complex 

data without access to, or knowledge of, the 

victim’s device and computation. 

Journal of Systems Engineering and Electronics (ISSN NO: 1671-1793) Volume 33 ISSUE 4 2023

PAGE N0: 43



III.PROPOSED SYSTEM: The proposed 

system designs a set of novel attack 

techniques to achieve this goal under 

different settings. First, for a white-box 

attacker, we propose using Regularized 

Maximum Likelihood Estimation to recover 

the samples from the model parameters and 

intermediate values. Second, for a black-box 

attacker, we propose the Inverse Network 

attack to identify the reverse mapping from 

the intermediate outputs to inputs without 

the knowledge of model information. Third, 

we consider the most limited adversarial 

capability where the cloud has no 

knowledge of the target model, and is not 

allowed to query the model. Conducting 

privacy attacks under this setting is 

extremely difficult, and this threat model is 

rarely considered in past work. For these 

query-free attacks, we introduce a new 

method of Shadow Model Reconstruction to 

achieve this attack. The second question we 

address in this paper is: how can the edge 

devices mitigate privacy leakage from the 

untrusted cloud? Past work adopted 

differential privacy to protect the inference 

data [12]. We show that this approach is 

impractical against our proposed attacks as it 

brings unacceptable performance 

degradation to the DL models. Instead, we 

propose two novel strategies that can better 

thwart the privacy attacks while still 

maintaining good model performance. The 

first one is the dropout defense: by 

deactivating random neurons during the 

inference, the adversary is not able to 

precisely generate the original images from 

the intermediate values. Our second defense 

is privacy-aware DNN partitioning: we 

comprehensively evaluate different factors 

that can affect the attack results, and propose 

some guidelines to partition the deep 

learning models for better privacy. We hope 

our findings can guide machine learning 

researchers and practitioners to design more 

secure collaborative inference systems. 

 

 

3.1 PROPOSED FLOW CHART 
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3.2 DATA FLOW DIAGRAM 

 

 

 

 

 

 

IV.RESULTS: 
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V.CONCLUSION: In this research, we 

investigate the privacy risks associated with 

inference data in edge-cloud collaborative 

systems. We find that the inference samples 

from intermediate values can be readily 

recovered from an untrusted cloud. We 

suggest a number of novel attack strategies 

to jeopardize the privacy of inference data in 

various attack scenarios. We show that with 

little requirements, the adversary may 

successfully and consistently retrieve the 

inputs. We also suggest a number of ways to 

safeguard the privacy of edge computing 

inference data. Prior research has ignored 

privacy in favor of concentrating on the 

functionality, performance, and efficiency of 

artificial intelligence of things. Our goal is 

to increase awareness of the significance of 
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protecting the privacy of inference data in 

edge-cloud systems and to promote the 

balancing of privacy protection and usability 

in the design or implementation of such 

systems. 
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