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ABSTRACT:

Affective computing has become increasingly crucial for designing systems that interpret and react
to human emotions. This study presents an open-source framework for multimodal emotion
recognition, which integrates analysis of facial expressions, speech tone, and text sentiment for
precise emotion detection from video content. The proposed solution utilizes advanced methods
in computer vision, audio processing, and natural language processing, including deep learning
architectures like convolutional neural networks (CNNs) for facial recognition and specialized
neural models for other modalities. By combining these diverse features through an effective
fusion strategy, the framework achieves improved emotion recognition performance, making it
valuable for applications in industries such as film production and mental health assessment.

Keywords: Affective computing, Multimodal emotion recognition, convolutional neural
network, recurrent neural network, Fusion.

1. INTRODUCTION

In recent years, rapid advancements in artificial intelligence and machine learning have notably
improved computational systems’ ability to interpret human actions and behavior. Yet, despite
these technological leaps, the emotional aspects of human interaction remain largely
misunderstood by most intelligent platforms—even though emotional awareness is fundamental
for interactions that are truly natural, empathetic, and context-sensitive. The discipline known as
affective computing has emerged from the intersection of psychology, neuroscience, and computer
science, and its aim is to equip machines with the ability to recognize and respond to human
emotions appropriately.

Human emotional expression is inherently multimodal, conveyed simultaneously through facial
gestures, voice inflection, and language content. Systems that rely on only one modality to detect
emotion tend to be less accurate and miss subtle emotional cues, as feelings are seldom
communicated through a single channel alone. To address these shortcomings, multimodal
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emotion recognition systems have been developed to integrate diverse sources of information,
thereby improving the precision of emotional understanding. This integrative approach has found
widespread use in mental health diagnostics, virtual agent technology, adaptive education
platforms, and creative industries like film and drama.

Inspired by next-generation frameworks such as Imentiv Al the proposed open-source multimodal
emotion recognition system is designed to analyze video content and extract emotional cues by
combining facial expression analysis, vocal tone interpretation, and sentiment detection from text.
The system employs deep learning models—including convolutional neural networks and
transformer architectures—to extract features and classify emotions from each source. By fusing
these modalities, the framework brings artificial intelligence closer to human-like understanding,
fostering more authentic and adaptive interactions. Its open development model promotes
transparency, collaboration, and reproducibility, enabling researchers to extend its capabilities for
diverse practical applications, including performance analytics, digital media production,
psychological wellness monitoring, and virtual communications.

2. LITERATURE REVIEW

Understanding human emotions is always considered as a major challenge in making computers
emotionally more intelligent. In past few years various methods were explored by researchers to
enable machines to understand emotions based on facial expressions, voice tone, and textual
patterns. These methods have transformed from depending on a single source of information
(unimodal) to combining multiple source (multimodal), which reflects better that how emotions
are analyzed int humans’ real life.

a. Facial Emotion Recognition

Facial expressions are most direct way humans express their emotions. Early research used simple
features of an image, such as edges and texture patterns to identify the emotional states of a person.
Later he introduction of deep learning brought a breakthrough with CNNs which could
automatically learn features from images and videos to perform the tasks of emotion recognition
[1]. FER2013 and AffectNet among other datasets have contributed to the success in modeling
happiness, anger, sadness, and much more [2]. More recent research works integrate CNNs with
LSTM to capture temporal facial changes over time [3]. Instead of these improvements existing
systems continue to face challenges when faces lighting conditions are poor.

b. Audio-Based Emotion Recognition

Emotions are also analyzed through speech and reflected in a person’s tone, pitch and rhythm.
Earlier approaches depend on traditional audio features such as Mel-Frequency Cepstral
Coefficients (MFCCs) whereas recent methods consist deep learning models like CNNs, RNNs,
and transformer-based architectures like wav2vec2 and WavLM to achieve higher accuracy and
robustness [4]. Datasets such as RAVDESS, CREMA-D and IEMOCAP are commonly used for
training and evaluating these models [5], [6]. While audio-based emotion recognition often
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struggles with background noise, accent differences and emotional ambiguity which highlights the
need for multimodal integration.

c. Text-Based Emotion Recognition

Language provides important cues for understanding emotions. Text-based emotion recognition
analyzes words

and phrases to identify the emotional content. Transformer-based models such as BERT,
RoBERTa, and DistiIBERT have greatly enhanced accuracy in this domain [7]. Datasets like
MELD and GoEmotions are commonly used to train and evaluate these models [8]. However, text-
only approaches often overlook critical emotional context such as sarcasm, tone or speaker intent
which makes the integration of text, audio and visual data essential for achieving more
comprehensive emotion recognition.

3. RESEARCH GAP IDENTIFIED

1.Limited Open-Source Frameworks: Most current emotion recognition systems are not
open-source, which limits accessibility, reproducibility, and collaborative research.

2.Incomplete Modality Integration: Many existing models combine only two modalities
(e.g., audio—text or video—audio) and do not utilize all three — facial, vocal, and textual —
together.

3.Basic Fusion Techniques: Fusion in most systems works on simple concatenation or
averaging, without using advanced attention-based or transformer fusion methods for
better context understanding.

4.Weak Multimodal Synchronization: Current frameworks often process modalities
separately rather than synchronizing them from a single video input.

3. METHODOLOGY

This study presents an open-source multimodal emotion recognition framework. The goal of the
system is to recognize human emotions from videos by analyzing facial expressions, speech tone,
and spoken words together.

By combination of three types of information, the model achieves more accurate emotions similar
to Human feelings in real life.

A. Dataset Description

The proposed multimodal emotion recognition system evaluated using the Movie Scene Emotion
Detection Dataset a collection of short movie clips gathered from publicly available sources. Each
video contains clear visual, vocal and linguistic cues corresponding to different emotional states
such as happy, sad, angry confused and surprised.
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Each record in the dataset includes:
Clip Path: Google Drive link to the video file.
Duration: The length of the clip in seconds.
Primary Emotion: The dominant emotion annotated for the clip.
Emotion Intensity: Label indicating emotion strength such as Low, Medium or High.
Ambiguity Flag: Indicates whether multiple emotions may overlap in the clip.
B. System Overview

The system begins by taking a video as input and separating it into three parts: visual frames, audio
and text. Each of these parts (or modalities) is processed separately using deep learning models
specialized for that type of data. Finally, the information from all three modalities is combined
using an attention based fusion mechanism and the model predicts the final emotion using a
classifier.
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Figure 1. System architecture multimodal emotion recognition using facial, audio, and text cues
C. Data Preprocessing

Before analyzing emotions, the video is preprocessed so that each data type is ready for feature
extraction.

1. Visual Preprocessing: The video is divided into individual frames using OpenCV. Each frame is
resized and normalized so that the face can be detected easily and uniformly.

2. Audio Preprocessing: The audio is extracted from the video using MoviePy. The extracted audio
is converted to .wav format to improve the clarity noise and background sound is reduced.
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3. Text Preprocessing: The voice in the video is converted into text using the OpenAl Whisper
model. The transcribed text is then cleaned by removing filler words and punctuation.

D. Facial Expression Analysis (Visual Modality)

The facial modality analyzes emotions on identifying through visual cues such as smiles, frowns
and eyebrow movements.

1. Feature Extraction: Each frame is analyzed using the Deepface framework which uses the
Convolutional Neural Network (CNN) such as ResNet50 or VGGFace is used to extract
feature that represent facial muscle movements related to different emotions.

Emotion categories: The system detects seven base emotions such as happy sad, angry, fear,
surprise, disgust and neutral.

E. Audio Emotion Analysis (Speech Modality)
This modality focuses on how emotions are expressed through the speaker’s tone and voice.

1. Feature Extraction: Audio is extracted using Moviepy. The preprocessed audio is converted into
Mel- Frequency Cepstral Coefficients (MFCCs) and spectrograms which represent variations in
pitch, energy and rhythm.

2. Emotion Analysis: The SpeechBrain pretrained model wav2vec2 is used for classifying
emotional tone. Wav2vec2 is a tranformer based model that learns the speech representations in
self-supervised manner and identifies vocal emotion.

F. Text Sentiment Analysis (Text Modality)
The text modality analyzes the emotions expressed through spoken words.
1. Speech-to-Text: The Whisper model converts audio into multilingual text.

2. Text Emotion Classification: The transcribed text is analyzed using the DistilRoBERTa based
model (j- hartmann/emotion-english-distilroberta-base), which performs context aware text
emotion detection.

G. Multimodal Fusion

Once the facial, audio and text features are extracted they are combined to form a unified emotional
understanding.

1. Feature Alignment: The outputs from each modality are converted into a unified representation
to easily compared and integrated.

2. Attention Mechanism: The fusion layer use an attention mechanism to assign importance to
each modality.
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For example:

a. If the person’s face is not visible the system Depends more on audio and text.

b. If there’s background noise it focuses more on facial and linguistic cues.

4. Fusion Equation: The final combined feature representation is calculated as:

Ffusion=afFf+oaFa+atFt

Where

Each a value represents how much weight is given to facial, audio, and text information.
H. Emotion Classification

The fused vector is then passed through a dense layer followed by a SoftMax classifier. This
classifier predicts the most likely emotion out of predefined categories such as happy, sad, angry,
fearful, or neutral.

E=Softmax(W-Ffusion+b)
The output includes both the predicted emotion label and its confidence score.

3.1 Mathematical Model

_ expled)

;=

Z;je{F,,-LT} exp(e;)

. V -input video
. {It}-video frames sampled from V.
. a - audio from the video
. s-transcript (text) obtained from the audio (ASR)
. C- number of emotion classes like happy, sad, angry, neutral.
. F,A,T denote vectors (features) for face, audio, and text.
. Scalars af, aa, at- fusion weights foreach modality (sum to 1)
. p”- predicted class probabilities

1) Encode each modality

Turn raw inputs into compact feature vectors using pretrained or trainable encoders:
. F=Ef ({It}) (face features) (1)

. A=Ea(a) (audio features) (2)

. T=Et (s) (text features) (3)

Where each Ex represents a modality-specific encoder:
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. Ef: DeepFace (CNN-based)

. Ea: SpeechBrain (wav2vec?2 transformer)

. Et: RoBERTa-based text emotion model

Each encoder outputs a vector summarizing emotion cues for that modality.

2) Make dimensions compatible (projection)

Project these vectors to the same size ddd so they can be combined:
uF=WFF+bF,uA=WAA+bA,uT=WTT+bT(4)

Wxand b*are small learned matrices/vectors that resize the features to the same length.

3). Compute simple attention weights

Compute how important each modality is for this input. A very simple choice.

1. score each modality (dot with a learnable vector v): ei=vtanh(ui) for i€ {F,A,T}

2. softmax to get normalized weights:

oi are numbers between 0 and 1 that tell the model how much to trust face, audio, or text for this
sample.

4). Fuse modalities (weighted sum)

Combine the projected vectors using the attention weights:
H=oFuF+aAuA+aTuT

H is the final vector that contain information from all the modalities.
5). Classify emotions

Turn H into class probabilities with a small classifier:
z=ReLU(WhH+bh), p”=softmax(Woz+bo)

Predicted emotion: y"=argmaxcP"2

softmax gives a probability for each emotion (happy, sad, angry, ...)
6). Training loss

Train the network using cross entropy loss between predicted probabilities and true label y:
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4. RESULT AND ANALYSIS

[
L= — Z Ye log(ﬁC)
c=1

The system achieves higher accuracy and reliability compared to unimodal models that rely only
on facial, audio, or text data. By the combination of three modalities the framework can capture
complex emotions that are often lost when a single source is analyzed.

The attention based fusion mechanism is designed to improve performance by randomly assigning
higher importance to the most reliable modality in each instance. For example, when facial
expressions are not there it mainly focuses on vocal and text. Facial Emotion Recognition
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Figure 3. Facial Emotion Change for Sample 2 per frame index

PAGE NO: 801



Journal of Systems Engineering and Electronics (ISSN NO: 1671-1793) Volume 34 ISSUE 12 2024

Emotion Change Across Frames: Sample Clip

100 4 — angry

— disgust |

— fear | i

— happy I

go{ — sad IR

—— surprise | |
- neutral /| |

B0 1

404

Emotion confidence (%)

Frame index

Figure 4. Facial Emotion Change for Sample 2 per frame index

Fig 2,3 4 shows the variation of emotion confidence across video frames for a sample clip. The x-
axis represents frame numbers and the y-axis shows the model’s confidence for each emotion
detected by DeepFace. Each colored line denotes to one emotion angry, disgust, fear, happy, sad,
surprise and neutral.

The plot illustrates how emotions changes throughout the clip for example, neutral dominates in
early frames, while angry and fear show strong peaks later indicating dynamic emotional changes
over time.

Audio Emotion output:

Clip 1:

Clip 0 — Vocal Emotion Result: Emotion: hap | Confidence: 1.00
Clip 2:

Clip 1 — Vocal Emotion Result: Emotion: hap | Confidence: 1.00
Text Emotion output:

Clip 1:

Detected Text Emotion: negative (Confidence: 0.40)

Clip 2:

Detected Text Emotion: neutral (Confidence: 0.45)

The attention-based fusion module proposed in this work has not yet been implemented in the
current version of the system. At present the results are generated separately for each modality
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facial, audio and text allowing individual evaluation of their performance. In the next stage, the
fusion mechanism will be integrated to combine these modalities, assigning weights based on their
reliability in each situation. This enhancement is expected to make emotion prediction more
consistent, accurate and context aware.

5. CHALLENGES AND LIMITATIONS
Although its potential the framework may face several challenges:

e Data imbalance: Some emotions like fear or disgust may appear less frequently in datasets
making training harder.

e Computational complexity: Combining three deep learning branches facial, audio, text can
require high processing power.

e Cross-cultural variation: Emotional expression can be different among individuals and
cultures which affects generalization.

6.CONCLUSION

This paper presents the conceptual design of an open-source framework for multimodal emotion
recognition. The framework designs to strengthen human computer interaction by helping systems
to better understand emotions expressed through facial cues, voice tone and language. By
combining methods from computer vision, speech analysis and language processing the model
aims to offer a deeper more human like understanding of emotional expression. Its architecture
combines deep learning methods such as convolutional networks and transformer models.

Though the model some part remains in the conceptual stage it establishes a solid foundation for
future research and real-world applications. The open-source design promotes collaboration,
knowledge sharing and innovation within the research community. In the future the framework
can be expanded with advanced data fusion techniques, real time emotion tracking and domain
specific applications in areas such as drama performance, film production, mental health care and
virtual communication. In conclusion this work represents a step toward developing emotionally
intelligent technologies capable of engaging with people in a more natural, empathetic and
meaningful way.

7. FUTURE SCOPE

The framework can be further expanded to recognize complex emotions like sarcasm, confusion
or mixed feelings and measure the intensity of emotions. The system can also be used in practical
applications such as film and drama analysis, virtual assistants and mental health monitoring
systems. Expanding the dataset to include different cultures and languages will improve the
systems fairness and usability. Future research could focus on optimizing the model for real time
processing either on local devices or through cloud-based services. This will make it easier to
access and scale for broader use.
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